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PREFACE

(Executive Sunm_ry)

PRELIMIN_Y NEEDS ANALYSIS REPORT
PROJECT ON EARTH OBSERVATION DATA MANAGEMENT SYSTEMS (EODMS)

Center for Development Technology

Washington University
St. Louis, MO. 63130

December 31, 1975

Since June 1974, the Center for Development Technology at Washington

University has been carrying out the (EODMS) Project on Earth Observation

Data Management Systems, funded by NASA.* The elements of this project,

which extends from June l, 1974 through August 31, 1976, as stated in the

current contract between _andWasbington University are:

i. Determine the role of Earth observation satellites in pro-

viding data in a form useful to local, state and regional

organizations in a variety of fields of application.

ii. Develop an understanding of present data requirements a,,u--_

the ways these requireme, is are currently being _et for

potential heavy users of Barth observationdata.

iii. Develop a baseline information set concerning current and
future use of this data for a five state (minimum) area in-

cludingMissouri, Illinois, Iowa, Minnesota, and Wisconsin.

iv. Establish working relationships with key state agencies.

v. Outline possible alternatiaves for future operational EODMS

delivery systems based on numbers i through iv above, and

indicate the most promising alternatives for future EODMS

synthesis and assessment.

Data management systems studies shuuld prove useful to NASA as input to

studies of future needs for platforms, sensors, and data processing and dis-

semination networks; to NASA and other branches of the federal government,

including the Congress, as input to policy formulation and decisonmaking

*NASA Contract Number NAS5-20680. The technical monitor is John J. Quann,

GSFC.
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.concerning implementation of operational Earth observation,systems by both

the private and public sectors; and to state and local governments in plan-

ning natural resources and remote sensing information systems involving

federal-state-regional-local interactions. They should also be of consi-

derable interest to the private sector in planning needs for data acqui-

sition, transmission, processing, interpretation, storage, and retrieval

!

I

m

technology. Finally, our work should be of use to academics and other

professionals in theremote sensing and data management research and develop-

ment communities for planning programs targeted at improving technology use-

ful for appllcatlonsof remote sensing in the solution of resource problems.

We have used the phrase "Earth observation data management systems" to mean

large-sca_._!Ji_orma_ systems for delivery of products derived from remotely

.... Ez_

sensed tai_lrcr_dat_nd other data on an op_a_onal _basts:and

in a form_eful to agencies and individuals in many fields of application at

several j_lJsdlctional levels. Our project is built upon the philosophy that

the specif_i_)onOf_both technical and institutional characteristics of a

potentially viable EODRSis best constructed upon a detailed analytical base

of information about data needs and characteristics of potential users. A1-

!
!

though a major end objective of this project is to outline Earth observation

data management system alternatives which seem promising for detailed syn-

thesis and assessment, we have termed this report a "Needs Analysis" to

stress the importance which we place upon determining the data needs of a

broad spectrum of potential EODMS users, and using this information to spe-

!

11

I

cify EODMS system inputs, outputs, design configuration and performance.

Successful implementation of an operational EODMS system may depend heavily

upon the extent to which the system design proves responsive to user needs.

This report has been prepared for release at the end of the twentieth

month of the twenty-seven month contract period. A major function of this

I
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preliminary report is to set forth our analyses to date in order to solicit

detailed feedback and comment from NASA, potential users and other interested

I
i

I
l

!
!
!

parties. The report will be discussed at a Conference to be sponsored by

Washington University and NASA Goddard Space Flight Center in the Spring of

1976. Although work on the:project is not yet complete, this report repre-

sents a draft of the final project report, which is due for completion in Au-

gust, 1976. Additional analyses remain to be performed and we anticipate

that extensive revisions wii!l be made, based upon feedback from NASA, poten-

tial EODMS users, and other lnterested parties. We welcome conm_nts, criti-

cisms and suggestions for improvement so that thefinal version of the report

will be as accurate and useful as possible.

The organization and contents of the Preliminary Needs Analysis Report

are summarized below.

Technical and Institutional Context of the EODMS Project

I
I
!

After an introduction to the project in Chapter l, Chapter 2 provides

ly - __ ___ • ..,____ _ _ .., 4_a detailed ana sls uf both the technical a,d ,,,_l_u_,u,ol _u,,_=^_ wl_,,,,,

which an EODMS must operate. Section 2.1 examines space-based, aircraft-

based and ground-based remote sensing technology. Included is material on

emerging sensor technology and on the current experimental NASA-EROS deli-

!
I
I

very system. Section 2.2 contains information on data analysis and

information extraction technology, including image processing techniques and

examples of hardware utilized in their implementation. Emphasis is on

digital techniques but analog and photogrammetric techniques are presented

as well. Section 2.3 provides definitions of important terminology, includ-

I
I
I

ing data, information, scale, resolution and accuracy, and discusses the

various georeferencing and geocoding systems which are in widespread use.

Institutional factors and information system developments which could

affect EODMS desigF_ and acceptability n_ake up Sections 2.4-2.9. Section 2.4
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contains a review of traditional federal information systems (e.g. USDA

Statistical Reporting Service, USGS Mapping Program). Section 2.S includes

extensive information on automated information systems and products develop-

ing at all levels of government. A brief discussion of federal information

system policy, a subject which is not well defined or understood, is presen-

ted in Section 2.6. Forces and trends in information demand at the state

and local level are examined in Section 2.7, which itemizes information

needs stimulated by federal and state legislation, both extant and pending.

Also included in Section 2.7 is a discussion of emerging problem areas such

as energy and mineral resource development, land conversion, and food pro-

duction which may generate new needs for Earth observation data. Chapter 2

ends with sections on the role of information in decision making, including

a brief revlew of typical models used by planners and resource managers (Sec-

tion 2.8) and an analysis of factors which affect the performance and success

or failure o$ automated spatial information systems (Section 2.9). Much of

the information and analyses in Sections 2.5 and 2.9 was part of a detailed

investigation of computerized geographic information systems carried out by

EODMS project personnel.

The Five StateStudy Region

Chapter 3 provides an overview of the five-state study region. Physical

characteristics of the region are briefly described in Section 3.1. Govern-

mental organization for tasks requiring Earth observation data within each of

the five states is summarized in Section 3.2. Section 3.3 contains a descrip-

tion and analysis of remote sensing activities within the region. In general,

involvement of government agencies in remote sensing activity varies consider-

ab _ from state to state, lowa is the only state of the five with a formal

remote sensing center. Missouri and Illinois each have some interdepartmental

I
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coordination of remote sensing data collection. Wisconsin and Minnesota,

which are quite active in remote sensing, appear to coordinate such activity

at the agency level.

Needs FOrDataAnd Information

I

I
1
I

!
!
I
1
II

Chapter 4 contains an extensive compilation of needs for data and infor-

mation within the five-state region, organized by applications area, (e.g.

agriculture, land reclamation, etc.). These data needs were obtained through

extensive interaction on a continuing basis with more than forty agency

departments and divisions in the region. Much of the data gathered is in the

form of tables which contain data needs organized by subtask. For each data

item, we exa_i_ned current sources of data; data format, scale and resolution;

frequency ; and a_eptab]e time delay for data access. Although not

all of these_haractertstt_(_vere available for each data item and subtask,

it was posstbie to amass a good deal of information about what actually goes

on in state and local agencies. In Missouri, the state we surveyed most

thoroughly, our work was facilitated through the cooperation of the Missouri

Interdepartmental Council on Natural Resources Information. Other states

were not covered as extensively, although some twenty state and local depart-

ments and divisions outside of Missouri were visited.

I
I
I

Chapter 4 also contains for each application area, a discussion of the

organization of agencies within the states, the functions of those agencies,

and a preliminary assessment of high priority data products. These prelimi-

nary assessments form the basis for assembling an overall list of priority

data products presented in Chapter 5. In general, overall data needs from

i

I

state to state show little variation although responsibility for tasks using

specific data items may reside in different governmental units and the

detailed characteristics of the data (format, etc.) vary as well. Although

I
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not complete, the analysis of data needs and characteristics for the five

state region forms a useful starting point "for further analysis. A detailed

report on the Missouri data base has been completed and released.

Priortty Products and Characteristics of

Earth Observation Data Management Systems

Chapter 5 includes a first-draft specification of priority products and

performance requirements for an EODMS, based upon the analysis of user needs

presented in Chapter 4 and our research team's interpretation of those needs.

Section 5.l contains ground rules for identifying and categorizing priority

data products. In Section 5.2 a preliminary set of priority products is de-

veloped with emphasts upon what might be delivered wtth existing technology.

Individual products are identified which can serve the needs of several agen-

cies such as land use maps at several levels, drainage basin maps, and crop

condition tables. A basic fact which EODMSsystem planners must contend

with is that current agency decision_making processes center around maps and
T

tables as primary data formats, whereas current LANDSATdata products are

either in the form of hard copy images or computer-compatible tapes. Thus,

an important EODMSdesign consideration involves bridging the gap between

these two product formats, both on a regular and on-demand basis.

In Section 5.3, the implications of the preliminary priority products

for data management system technical design are developed in considerable de-

tail. Tables are included which contain product characteristics, suggested

data gathering mechanisms and processing methods, and estimated storage re-

quirements for EODMS priority products. To show how the information in these

tables can be used for EODMS performance analysis, calculations are carried

out to illustrate the procedure for specifying a single-product system to

produce Level II Land-Use Maps and a many-product system oriented towards
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hydrologic applications. Section 5.4 discusses implications of new satellite

sensor developments for priority products and system specifications,

The Chapter 5 analysis is of considerable importance because; starting

from ananalysis of user needs, the priority data products provide a planning

base for an operational EODMS as well as for a NASA LANDSAT-C follow-on

mission. Some relevant remarks in this regard are contained in Section 5.4.

The analysis of Chapter 5 will be firmed up considerably by the EODMS staff

for the final project report, based in part upon interaction with NASA and

potential users as well as upon our continued analysts.

Earth ObservatiOn Data. ManagementSystemAlternatlves

Chapter 6 contains an initial effort to outline EODMS alternatives. Af-

ter a bPief review of previous work on data management systems design in Sec-

tion 6_], Section 6.2 presents a set of factors which must be considered in

laying out EODMS system alternatives, including the generic nature of the

data type ("Earth Observation", "natural resource", "socioeconomic"), public

versus private sector operation, and mode of operation (regular vs irregular).

Several disciplinary alternative systems are presented in Section 6'3 which

would serve the needs of agencies in a single applications area, including

systems for land-use planning agencies, for environmental quality agencies,

for land reclamation agencies and for the U.S. Department of Agriculture.

Section 6.4 contains brief sketches of four multidisciplinary EODMS al-

ternatives. The first of these involves making the current NASA-EROS

experimental Earth observation system operational, with public sector con-

trol and a focus on satellite and high altitude aircraft data using current

technology. The second alternative is a nationwide, natural resources in-

formation system which integrates natural resources data from many sources

and delivers it to state centers which have considerably more technical

I
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capability than most do at present. A thtrd alternative considered is a re-

gionally-structured, national data system whtch deltvers both natural resource

and socieconomic information and tnvolves a new federal-level Nattonal Data

Agency. A variety of data acquisition methods are utilized, Including new

satellite sensor technology. A series of r_eglonal a__cquisition, processing,

4_nterpretation and d__tsseminatlon u__serc__enters (RAPIDUC's) are established to

serve state and local users. A fourth alternative, INFOSAT, is a system ope-

rated by a congressionally chartered private corporation which delivers all

kinds of information to federal, state, local and prtvate sector users on

a profit-making basts,

Our tnittal attempt to sketch multidisciplinary EODHSalternatives in

Sect_.4 wt11: be fol_:owed by a more systematic effort to outline and se-

l ect:!:s_al: __t_tng i_stem al ternati ves for inclusion in the August, 1976

Final!Rdport. In order to more fully explore these alternatives, we plan to

under.liak_.:some limited scenario development for delivery:Of the priority

data prodUcts presented in Chapter 5.

Potential Impacts of an EODMSt Other Information

Chapter 7 is an initial exploration of potential impacts of an EODHS.

Previous efforts at technology assessment of remote sensing are reviewed and

potential EODMS impact categories are listed and discussed briefly. Impact

categQries include impacts on public sector performance; private sector im-

pacts; impacts on the development of new technology; economic impacts; poli-

tical and legal impacts; social, psychological and cultural impacts; and in-

ternational impacts.

Four Appendixes present a complete list of agency visits and vistors

to the EODMS project at Washington University, a list of project outputs

(reports, articles, etc.) to date, information on current USGS map products,

!
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and a brief annotated bibliography of reports of particular interest to the

EODHS project.

Progress and Preliminary Conclusions

Chapter 8 contains preliminary conclusions reached at this intemedlate

stage of the EODMS project, an assessment of accomplishments to date and work

still to be performed. We have presented a large amount of contextual material

in Chapters 2 and 3 and an extensive analysis of user data needs in Chapter

4. We do not anticpate devoting major additional effort to those chapters.

Our concern is that they be accurate and complete. During the next eight.

months heavy emphasis will be placed upon analysis of prioritydata products,

specification of EODMS operating parameters and identification of attractive

EODHS alternatives for future synthesis and assessment. Subsequent to this

period, there is also a need for follow-on research to perform detailed syn-

thesis, analysis and assessment of a small number of promising EODMS alterna-

tives which could be implemented in the 1978-1985 time frame, using a model,

yet to be developed, of institutional and technological data management systems

characteristics to facilitate evaluation of system performance. By August,

1976, based upon extensive feedback from NASA, potential users and other

interested parti.es, we will have strengthened our analysis of priority data

products and used this analysis to develop a set of user-based operational

EODMS characteristics. Additional work will have been performed to outline

and select several promising EODMS alternatives for future synthesis and as-

sessment, based in part upon the analysis of Chapter _.

Many of the preliminary conclusions presented at this juncture center

upon data needs of state and local agencies. These needs are typified by a

preponderance of interest in map products, considerable diversity of necessary

or desirable formats and scales, and rapid change due to new concerns for

I
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natural resources and environmental management and new, related legislation.

Many state and local agencies have used or experimented with remote sensing

products including aerial photos and LANDSAT or SKYLAB imagerywith varying

degrees of satisfaction. Considerable effort is being devoted at several

governmental levels to develop automated spatial information systems in the

face of difficulties which include inadequate funding, unavailability of re-

liable software and high costs of digitizing information. Sufficient funding

and the promise of continuing federal effort are needed to take advantage of

a favorable climate for technological innovation which exists in current pat-

terns of interstate communication.

There probably are opportunities for an EODMS to make significant cons

tributions to meeting current and emerging data needsin'the region. However,

the success of such a system will depend on the details of its design, includ-

ing the degree to which the system is responsive to user needs and the degree

to which it is cognizant of other existing and emerging computerized geogra-

phic information systems. Major barriers to adoption of current LANDSAT

data in routine agency operations include the high cost of digital inter-

pretation, inadequate spatial resolution and uncertainty concerning the

availability of this data in the future without some long term committment

to an operational rather than an experimental system.

It appears to us that during the next two or three years it is important

that a decision be made at the federal level regarding whether and how to

implement an operational Earth Observation Data Management System. Many

issues and design details remain to be explored, including the performance,

costs, and benefits of various alternative designs and the potential impacts

of such systems. Impacts related to access, control and privacy of large,

I
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_;tegrated information systems are of growing concern in government,

industry and among the public at large. The opportunity now exists to

influence and interface relatively smoothly with the large number of

emerging state, local and federal single-agency computerized information

systems, especially while the data management practices of many agencies

are in a state of flux.
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Council of State Governments; W. Howe, Chairman of the Missouri Inter-

departmental Council on Natural Resources Information; R. Myers, of the

Missouri Department of Natural Resources; and J. Taranik, formerly of the

lowa Remote Sensing Center and now at EROS. Other persons whose contributions

we wish to acknowledge include P. Alsberg, S. Boody, K. Dueker, H. Dyer,

C. Guinn, J. Kusler, A. Landini, A. Miller, G. Phelan, and G. Zissis. We

have surely omitted some very important people, and to them we also apologize.

Errors and omissions remain the exclusive property of the authors.
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CHAPTER I. INTRODUCTION

I.I OBJECTIVES OF THE EODMS STUDY; PURPOSE OF THIS REPORT

The Center for Development Technology at Washington University is car-

rying out a study, sponsored by the National Aeronautics and Space Adminis-

tration, to outline possible alternatives for future operational Earth

Observation Data Management Systems (EODMS), based upon an analysis of tasks

and data needs of state, local and regional agencies in the five-state re-

gion of Missouri, lllinois, Iowa, Minnesota and Wisconsin. The primary

project objectives, as specified in the contract are:

i. Determine the role of Earth observation satellites in

providing data in a form useful to local, state, and

regional organizatiens in a variety of fields of ap-
plication.

ii. Develop an understanding of present data requirements
and the ways these requirements are currently being
met for potential heavy users of Earth observation
data.

iii, Develop a baseline information set concerning current
and future use of these data for a five state (minimum)
area including Missouri, lllinois, Iowa, Minnesota
and Wisconsin.

iv. Establish working relationships with key state agencies.

v. Outline possible alternatives for future operational
EODMS delivery systems based on numbers i through iv
above, and indicate the most promising alternatives
for future EODMS synthesis and assessment.

A major activity of the EODMS project is to compile and analyze infor-

mation on data needs and their characteristics of state, regional and local

agencies, and to use this information as a basis for developing requirements

for Earth observation data management system inputs, outputs, design config-

uration and performance. The project also focusses upon possible alternative

organizational arrangements for EODMS systems and considers a variety of

political, legal and institutional factors which can affect EODMS design.

I
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This Preliminary Needs Analysis Report has been prepared for release

at the end of month twenty of the twenty-seven month contract period

which extends from June I, 1974 through August 31, 1976. Although work

on the project is not yet complete, the report represents a preliminary

draft of the final project report due at the end of the contract

period. Additional analyses remain to be performed and we anticipate that

extensive revisions will be made, based upon feedback from NASA, potential

EODMS users and other interested parties.

It is hoped that this draft report will serve to provide new insights

and to generate new thinking in the Earth observation data management field.

Major interim results, including identification and characterization of

EODMS priority data products for state and local agencies and possible

EODMS system alternatives, will be presented at a Conference sponsored by

Washington University and NASA Goddard Space Flight Center to be held in the

Spring of 1976. This report and the Conference will be the principal means

of soliciting feedback, criticisms and suggestions for improvement to help

make the final report as accurate and useful as possible.

I
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1.2 RELATION TO PREVIOUS WORK

A number of previous studies relevant to the objectives of the EODMS

project have provided useful background material. These studies fall into

the following broad categories, with considerable overlap:

i. Cost-benefit studies of Earth resources survey systems.
(1,2)

ii. Studies of state and other agency information needs in

the natural resources or critical environmental problem

areas.(3,4,5,6,7,8,9)

iii. Studies of future Earth observation systems.(lO,ll)

iv. Studies of automated information systems at various

jurisdictional levels.(12,13,14,15,16)

v. Reports by various federal agencies on future develop-

ments in the Earth observation and remote sensing
fields.(17,18,19)

vi. Studies of specific ERTS (LANDSAT) and Skylab experi-

mental investigations.

Several of these reports are briefly annotated in a bibliography in Appen-

dix 4. Individual reports are also discussed at relevant points in the

report, particularly in Chapters 2, 5, 6 and 7.

Several elements distinguish the EODMS project from previous work. A

detailed, intensive investigation was made of data needs and their character-

istics which are the concern of potential EODMS users. This investigation

was carried out in close consultation with user agencies in a variety of

fields of application. The need for such investigations has been cited re-

peatedly;(lO,18,19) however, few if any such studies have been performed.

In addition, EODMS system conceptualization was carried on at the same time

that data needs were being surveyed. Such an approach is of importance on

the one hand for ensuring that information of sufficient specificity to

define EODMS characteristics is obtained, and on the other to provide poten-

tial users with some idea of system capabilities. Integration of the data

!
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needs study with specification of system characteristics and organizational

alternatives requires an interdisciplinary approach, involving individuals

with a wide variety of backgrounds, and is an important feature of the

EODMS project approach. The project also identified specific priority

products which might be delivered by an EODMS and examines the impact of

new developments in satellite sensor technology on system products and

design.

We use the phrase "Earth Observation Data Management Systems" (EODMS)

to mean large-scale automated information systems for delivery of products

derived from remotely sensed satellite and aircraft data and other data

on an operational basis and in a form useful to agencies and individuals

in many fields of application at several jurisdictional levels. In the

report, we sometimes use the terms "natural resources," "geographic,"

"remote sensing" or "remotely sensed" data interchangeably with the term

"Earth observations" data. More specific distinction between these data

types is made in Chapter 6.
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1.3 PROJECT DESIGN AND METHODOLOGY

The EODMS project was initially organized into four study teams.

Three applications study teams were responsible for the area of geology,

hydrology, and mineral resources; land use planning, transportation,

and environment; and agriculture, forestry, and wildlife, respectively.

Applications areas other than these were apportioned among the teams on

an ad hoc basis. The fourth team was responsible for developing infor-

mation on current and emerging remote sensing and data management

systems technologies and for analysis of data product characteristics.

The applications study teams worked closely with state, local and

regional agencies. They employed an iterative process of reviewing the

literature; meeting with agency representatives; drafting visit reports

for review, correction, and expansion by agency personnel; and redrafting

the reports appropriately. They studied the agencies' functions, tasks,

projects, and other activities to gain an understanding of the agencies'

data needs in the context of the decisions to which these needs relate.

Team members worked with many agency representatives and characterized

hundreds of tasks and related data needs. They studied how data needs

were currently met, and they investigated the current role of remote

sensing in meeting the agencies' needs. They also studied the organiza-

tional characteristics of agencies and the institutional characteristics

of their environments. Table I-I summarizes the kinds of information

sought from agencies, and Appendix 1 lists all the visits between EODMS

staff and agency personnel to date.

Simultaneously, the technology team analyzed the current status of

remote sensing technology and the potential for future developments in

terms of technical capabilities and costs. This team also studied the

characteristics of existing and developing data processing systems to

I
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I •

II.

Ill.

Table l-l: Information Sought From Agencies

Task Statement

Task Description:

a. Frequency of occurrence
b. Agency initiating
c. Reasons for initiating
d. Agency performing
e, Process and methodology for performing task

i. data used vii.
ii. data sources viii.

iii. data format ix.

iv. data processing x.
v. time constraints xi.

vi. man years of work

final product(s)
models
dissemination process
accuracy achieved (d_ta quality)
information desire£ _ut unavail-
able at reasonable cost or unmet
data needs

f, Priority assigned or imputed by agency(s)
g. Costs of performing task

Role, or Relative Importance, of Task Outputs in Decisicn l,_aking:

a. Final Users
b. Decisions to be made
c. Accuracy required for decision purposes
d. Timeliness required for decision purposes

IV. Role of Remote Sensing:

a. state-of-affairs

b. potential for employing
c. scheme for employing
d. relative worth vs. current practices

V. Technical Skills and Facilities Available:

a. digital data processing equipment
b. image processing eeuip_ent
c. access to cc.mputinq T_llities and skills
d. photo interpretive skills available
e. relationsi_ips ;.,'ith private sector and with Federal a_uisitien,

data analysis, or interpretation assistance
f. current data stere, go and retriev,_l practice

VI. Future Plans and Possible Pilot Projects:

a. current stat,Js; lee_is!ative basis, etc.
b. proposed initic.tiv,es
c. federal effor%s exl_ecte_l
d. practices or r:a.n_ates ree_arding public access and..'e:" pe,rticipatier,
e. interaction _'ith private scctor
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better understand the relative merits of alternative processing systems

for different applications in terms of the quality of products produced

and costs. In addition, an ad hoc group reviewed existing and developing

computerized geographic information systems at the state, regional, and

federal level. In this study, the capabilities of some thirty systems

were analyzed to gain insight into how they might interface with or become

an integral part of an EODMS system and to try to understand which in-

stitutional, organizational, and other such characteristics distinguished

the more from the less successful systems, from the users' vantage point.

When a good understanding of agency data needs had been developed,

the process of integration and synthesis was begun. At this point the

organizational lines between the study teams were intentionally blurred

in order to maximize information transfer and integration. The data

needs of agencies in all applications areas were analyzed in conjunction

with the characteristics of existing and emerging technology to assess

the potential role of remote sensing in meeting these needs. A preliminary

list of EODMS priority data products was developed and critiqued at

group sessions. Using this list as a starting point, specific charac-

teristics of the data and of the data management system were developed

in a preliminary manner. Possible system alternatives were generated and

system impacts were explored at a brainstorming session. Thus, the

analyses which follow the state agency data gathering in this draft report

are largely intuitive and stem from the collective judgment of members

of the EODMS team. Further refinement and analyses of EODMS characteris-

tics and alternatives are a major priority for the final report.

I
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1.4

1.4.1

READER'S GUIDE TO THIS REPORT

Overview of Contents

Chapter 2 is a discussion of the technical and institutional con-

text of the EODMS project. The technology of remote sensing, including

the existing NASA-EROS Earth resources information delivery system, is

discussed in Section 2.1. Space-based, aircraft-based and ground-based

remote sensing systems are discussed separately. Also in this section,

emerging sensors for remote sensing of the Earth are described. The

technology of data analysis and extraction from both digital and analog

products is discussed in Section 2.2. Then, the technical characteris-

tics of data, information, and products are discussed in Section 2.3.

Included here are discussions of georeferencing and geocoding systems;

resolution, accuracy, and scale; and available information formats. In

Section 2.4 some examples of traditional federal information systems are

discussed. Existing and emerging automated information systems are

presented in Section 2.5 and federal information system policy is dis-

cussed in Section 2.6.

The remaining sections of Chapter 2 focus on institutional factors.

Forces and trends in information demand at the state and local level are

discussed in Section 2.7 in terms of federal and state legislation and

new and emerging problem areas. The roles of certain analytical models

in decision making are discussed in Section 2.8 and factors in the per-

formance and success of information systems are discussed in Section 2.9.

Chapter 3 provides an overview of the five-state study region.

Section 3.1 is a brief discussion of the physical character of the

region. Section 3.2 is an overview of the organization for Earth resources

tasks in each state. This section displays the variety of organizational

designs and the many overlapping responsibilities and inter-governmental

I
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ties. Section 3.3 is an inventory of current remote sensing activities

in the five states.

Chapter 4 is an extensive compilation of the data needs of natural

resources and other agencies in the five states. Section 4,1 des-

cribes the process by which the needs were determined and lists the kinds

of information which were sought from agencies. In Section 4.2 the

organization and functions of the state agencies with which we worked

are discussed. For each application area, the data needs of these agencies

are described in detail in tabular form, relating particular data needs

to specific tasks and indicating what we know of the sources of these

data, the accuracy, scale and resolution requirements for data items,

the frequency with which items must be updated, and other time con-

straints. Each subsection of Chapter 4 concludes with a preliminary

identification of high priority data products derived from analysis of

agency needs.

In Chapter 5 the high priority data products first identified in

Chapter 4 are aggregated and given some specificity in terms of charac-

teristics relevant to the design of an EODMS. This is a major element

in our research which has important implications for system design. The

results presented in this report are preliminary however, and work is

continuing in this very important area.

Section 5.1 includes a discussion of the rules by which priority

products can be identified and categorized. In Section 5.2, a preliminary

set of products is developed and suggestions for desirable technological

improvements are made. In Section 5.3, considerable attention is given

to analyzing the implications of those products for technical data manage-

ment systems design. Finally, the ways in which emerging sensor tech-

nology might impact on system design are explored.

I
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Chapter 6 is a first cut at identifying alternative EODMS systems.

The material in this chapter is likely to be substantially revised before

the final report is drafted. The final version will more completely

integrate the analyses of Chapter 5 and will have the added benefit of

reviews and critiques by NASA specialists and potential users.

In this preliminary version of Chaper 6 we begin to consider a

variety of ways in which an EODMS might develop, based on our perception

of information systems taking shape in government and industry, the poli-

tical, institutional, and technological frameworks within which an EODMS

must operate and to a limited degree our analysis of user data needs and

characteristics. In Section 6.2 we discuss several factors which must

be considered in designing an EODMS. Section 6.3 contains a presentation

of some disciplinary system alternatives related to mission-oriented

government agencies. In Section 6.4 we discuss some preliminary ideas for

systems which would serve a multi-disciplinary spectrum of users. The

emphasis in Section 6.3 and 6.4 is upon state and local level users, but

federal users and the role of the private sector are also considered.

Chapter 7 is an initial exploration of potential impacts of an EODMS.

Previous efforts at technology assessment of remote sensing are reviewed

and potential EODMS impact categories are listed and discussed briefly.

The categories include impacts on public sector performance, on the

private sector, on the development of new technology, as well as impacts of

an economic, political, and legal nature.

Chapter 8 includes a summary of our accomplishments to date, remarks

on the work yet to be completed and some very preliminary conclusions.

I
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1.4.2 On Navigatin _ an 800-plus Page Report

The central analyses likely to be of interest to NASA and many other

individuals are contained in Chapters 5 and 6. These chapters, along with

Chapter 8 (Progress and Preliminary Conclusions) and the Preface (Executive

Summary) are relatively brief and are recommended reading for all concerned

with this report.

Chapter 2 is divisible into two main parts: Sections 2.1 through 2.3

focus upon technical aspects of Earth observation systems and technology

whereas 2.4 through 2.9 stress institutional and policy aspects of system

development. The technical material could well be omitted by NASA readers

but the institutional and policy materials may prove instructive. State

and local agency officials may find this entire chapter to be of interest.

Chapter 3 and 4 contain detailed information on remote sensing

activity and on data needs and characteristics within the five-state region.

We are particularly anxious that those individuals who supplied us with

detailed information on their activities review this information for

accuracy and completeness. Many holes in the data base need filling.

Chapters 3 and 4 may also be of interest to NASA personnel who wish to

do their own examination and analyses of the user data base.

In some respects, this report includes discussions of many issues

which would seem to go beyond the objectives stated in our contract.

For example, Chapter 7 contains a brief analysis of potential impacts

which might result if an operational EODMS were to come into being.

Chapters 2 and 6 also consider several political, legal and institutional

factors which might affect EODMS implementation. We have taken this

broad perspective because we have come to understand that a feasible

design for an EODMS system would have to be consistent with all these

factors in addition to meeting user needs and having suitable technical,

!
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economic and performance characteristics. Furthermore, we have learned

from our interaction with a wide range of state and federal personnel

that these issues are of central importance to agencies interested in

natural resources data of all kinds.

We would like to remind the reader once again that this is an

interim report. It was prepared to encourage and facilitate contribu-

tions by readers from NASA, state and local users, and other interested

parties who may have important inputs or criticisms to make. We invite

your feedback and comments.
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CHAPTER 2. TECHNICAL AND INSTITUTIONAL CONTEXT

In the course of the EODMS project we have amassed a large amount

of information and understanding of technologies, institutions, and

activities which form the context in which an Earth Observation Data

Management System might be implemented. In this long chapter we develop

this contextual material in considerable detail. The chapter is written

in such a way that it should be comprehensible to persons from many

backgrounds, including NASA data management and Earth resources experts;

state, local, and federal agency staff; systems planners, designers, and

analysts; and policymakers. It is not recommended that any one reader

digest it all; experts in various fields may wish to read only those

sections with which they are less familiar. Conversely, experts in

each area may wish to check up on us, and we welcome their comments and

suggestions.

Sections 2.1, 2.2 and 2.3 are focussed on technology; what is

used, what is available, how does it work; what are some of the unresolved

issues; what new technologies may be emerging.

Sections 2.4, 2.5 and 2.9* deal with state and federal information

systems, both traditional and computerized ones. Over thirty

systems are examined, and considerable space is devoted to analysis of

factors in their performance and success or lack thereof.

Sections 2.6 and 2.7 are built around discussion of three kinds of

policy issues. In Section 2.6 we briefly examine questions in federal

information policy, such as cost sharing, rights of access, and privacy.

In Section 2.7 several examples of current legislation which have

*In a fully rational world, Section 2.9 would have been Section 2.6.

I
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stimulated interest in Earth observations data are discussed. In

addition, a number of trends which may stimulate further interest are

explored in the last part of Section 2.3.

Finally, Section 2.8 takes a quick look at a few aspects of the

relationship of information to decision making, with emphasis on some

of the analytical techniques agencies use to make decisions based on

geographic information.
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2.1 REMOTE SENSING TECHNOLOGY

This part of Chapter 2 is an overview of the remote sensing technology

important to state agency applications. Section 2.1.1 discusses the

basic physical principles involved in remote sensing. Section 2.1.2

discusses sensor technology, initially describing the relatively familiar

photographic techniques and next covering the non-photographic, imaging

sensors. Section 2.1.3 is a description of platforms (for example,

spacecraft and aircraft) available to carry remote sensors. Section 2.1.4

discusses ground-based sensing platforms. The remainder of Section 2.1

briefly reviews present delivery schemes for remote sensing data.

2.1.1 Physical Principles of Remote Sensin_

A multitude of types of sensors have been developed. All sensors

we consider observe properties of objects remotely by measuring and

recording electromagnetic emanations from the objects in various spectral

bands. Figure 2-I shows the range of the electromagnetic spectrum

commonly utilized by remote sensing.

Every object at temperatures above -273°C radiates electromagnetic

energy by virtue of atomic and molecular oscillation. This energy is

distributed over a band of wavelengths, with peaks at particular wave-

lengths. As the temperature of the body is increased, the total amount

of energy radiated also increases, and the energy peaks move to pro-

gressively smaller wavelengths. Thus the sun's radiation is centered

around 0.5_ (Iv = lO-6m), whereas the cooler earth has a radiant power

curve with a peak near I0_.(I)

Moreover, every body absorbs a portion of the energy incident

on it and reflects the rest. Thus, when sensing electromagnetic energy

I
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Figure 2-I. The Electromagnetic Spectrum
as Utilized by Remote Sensors
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from a body, we usually observe a combination of reflected and radiated

energy. When we look at the earth at wavelengths below 3.5_ we mainly

"see" the reflected energy (from the sun), whereas at wavelengths above

3.5u , radiated energy predominates. Radiated energy is a function of the

temperature of the observed object.

The total energy reflected and emitted by every object is

distributed in the electromagnetic spectrum in a unique way--more energy

being emanated at certain wavelengths than at others. The form of this

distribution is known as the object's "spectral signature." Thus, by

studying the energy emanating from a body we can derive valuable infor-

mation about it. This characterization or identification of an object

by means of its remotely measured spectral signature is one important

way in which information is derived from remotely sensed data. Another

way, the recognition of patterns on an image by man or machine, is

considered further in Section 2.2.

Identifying objects from afar by their spectral signatures is not

easy. We do not, for example, know the spectral signatures of many

objects. This signature is directly dependent on the emissivity,

reflectance and absorptivity of the body at various wavelengths--and

these quantities, outside of laboratory conditions and outside of the

visible band, are scarcely known. So, the first obstacle is our lack of

knowledge of the complex spectra of soils, rocks and vegetation in

situ.(1)

In addition, the atmosphere also complicates the task. Smoke, haze,

gases, water vapor and water droplets play a significant part in the

behavior of the atmosphere as a variable emitting, reflecting, absorbing,

and scattering medium at different wavelengths. The absorption spectrum



-18-

of the atmosphere, i.e. the behavior of the atmosphere as an absorbing

mediumat different wavelengths, is given in Figure 2-2.

o
- . O_ 0 I:I20 C02 2

_ 0-1 I I I I I I I I I I I I

0 2 4 6 8 10 12 14 16 18 20 22 24

Wavelength (micron3)

I

26

Figure 2-2: Absorption Spectrum of the Atmosphere (I)

For wavelengths below about 0.3_, atmospheric absorption is almost

complete. The visible region of the spectrum is relatively free of

absorption but there is considerable scattering. In the infrared region

out to about 25u, there exist many absorption bands of water vapor, carbon

dioxide, carbon monoxide, nitrous oxide and ozone. From 25_ to approxi-

mately lO00u water vapor makes the atmospheric medium almost totally

absorptive.(1)

This behavior of the atmosphere is troublesome if the objects of

interest are terrestrial features (but it is a definite plus

if one is interested in studying the atmosphere itself). Thus, if as is

usually the case, one wishes to observe terrestrial features of interest

to geologists, geographers, oceanographers, meteorologists, agricul-

turists and others interested in the environment, then it is obvious that

one has to choose certain atmospheri'c "windows" where there is relatively

little absorption. Hence these observations are limited to certain

regions of the spectrum.

The question then naturally arises, which region or regions of the

spectrum shall we utilize? To answer this, we first note that different
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regions offer different advantages. The advantages of the different

regions are presented below.

2.1.1.1 Ultraviolet Reqion

The ultraviolet region extends from 0.01_ to 0.4_. As noted before,

the atmosphere absorbs radiation to about 0.3_. Thus when using the

ultraviolet region from space, we essentially observe certain atmospheric

characteristics. Through observations of the atmosphere we can make

some assumptions about the underlying terrain. For example, in the

ultraviolet region one can sense iodine and mercury, which are useful in

oceanography, petroleum and mineral exploration.(1)

2.1.1.2 Visible Region

Our eyes perceive electromagnetic radiation in the visible region

of the spectrum (.4 - .7_). Thus, our familiarity with this spectral

region enables us to identify terrestrial features with relative ease.

The problem of unknown spectral signatures is not prevalent here to the

extent that it is in other regions such as the infrared or the ultra-

The virtues of imaging in the visible region need littleviol et.

emphas i s.

2.1.1.3 Infrared Reqion

The infrared region extends from about .7u to lO00u. The portion

of this region near the visible, the "near" infrared (.7 - 1.5_), behaves

much like the visible in that mainly reflected radiation can be observed.

Above about 5.6_, in the "far" infrared, the surface emission is the

primary ebservable component of the radiation. As noted before, the

radiated energy emitted by a body is directly related to its temperature

and its surface emissivity. Thus through a knowledge of the emissivity,

we can measure the surface temperature of the object under observation.
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Another advantage in using the infrared spectral band is that sensors

in this band are insensitive to someatmospheric disturbances. Moreover,

the thermal band can be used both at day and at night since the radiation

in this band is radiated rather than reflected from objects. Thus infrared

observations are unrestricted, to a degree, by temporal and atmospheric

conditions.

2.1.1.4 Microwave Regio_

As in the infrared region, the major component of radiated energy

observed in the microwave region is emitted, not reflected. However,

there is one difference--the energy may be radiated from below the ground,

sometimes from as far as a few meters below the surface. Moreover, the

radiation emitted varies with dielectric constant, frequency, polarization

(a characteristic of the electromagnetic wave), surface roughness and

angle of observation. Thus both surface and sub-surface characterizations

are possible.

Another distinct advantage of microwaves is that those with wave-

lengths greater than 18,000u penetrate clouds and suffer very little

atmospheric attenuation. Even in the region l,O00u-18,000_ there are

several atmospheric windows.(1)

2.1.1.5 Resolutioq

Each spectral region offers advantages. There is, however, another

important factor which determines the quality of information derivable

from remote sensing--"resolution." Simply defined, resolution is the

fineness of detail that can be observed. (Later sections of this report

on specific sensors consider resolution in more detail.) As the wavelength

is increased, the detail that can be observed becon_s coarser and resolu-

tion degrades for a given sensor size and object distance. This effect
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is another factor to be considered in the choice of the proper spectral

region(s).

2.1.2 Sensor Technology

In this section we first consider photographic sensors which may be

carried by spacecraft or aircraft, and which vary in sophistication from

the simple hand-held camera through the extremely high resolution devices

used for espionage. We review the factors which affect image quality and

describe some photographic systems now being employed.

We then turn to non-photographic, imaging sensors, covering both

passive and active sensors operating both within and outside the visible

range of the electromagnetic spectrum. Sensors discussed include the

multispectral scanner, image tube systems, microwave imaging sensors

(both passive and active), infrared imaging sensors, spectrometers,

scintillation detectors, and LIDAR. The characteristics of the sensors

discussed are summarized in Table 2-I.

Characteristics tabulated in Table 2-I are spectral and spatial

resolution, passive or active mode, and operational or experimental

status. Spectral resolution is a measure of the width of the spectral

bands sensed. The narrower the bandwidth, the closer the measurement

approximates the amount of energy radiated at one (or a set of) distinct

frequency. Spatial resolution is a measure of the fineness of detail

which Call be observed in the image. A variety of definitions of resolution

are used in practice, and the resolution measurement varies if different

definitions are used.(3,4) For our purposes, we can define as a measure

of spatial resolution tile diameter of the smallest detectable circular

object on the image. However, even this definition is ambiguous, since

detectability depends, for example, on contrast as well as size.
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To define briefly the rest of the characteristics tabulated, a sensor

is active if it provides the illumination for the scene it is sensing

(like a flash camera) and passive otherwise. A system is operational if

it is employed primarily for non-experimental activities and experimental

otherwise.

In this discussion of sensors we generally emphasize sensors whose

products are most likely to be employed by state agencies in the near

term. Thus, for example, photographic and multispectral scanning tech-

niques are covered in detail, while spectrometers and LIDAR sensors are

only briefly described.

Several useful reviews of sensor technology exist in the literature.

These include Zissis,(3) the NAS book, Remote Sensing,(4) and the NASA

Report, Remote Measurement of Pollution. (5) We mention other references

on specific topics later.

2.1.2.1 Photography

One of the chief goals of remote sensing is to produce passive multi-

band images, since such images are of primary importance in the identifi-

cation of terrestrial features. Photography is the first and the most

widely used of the techniques for obtaining such images.

In essence, photography consists of using an optical lens to focus

an image onto a film's light sensitive emulsion. A shutter is used to

control the tin._ the light is allowed to fall on the film. A filter in

front of the lens enables us to choose the band in which photography is

perform, ed.

This section first reviews factors which effect the quality of

photographic imagery and then discusses different photographic systems

with these factors in mind. The discussion here is only a brief review;
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detailed descriptions of photographic techniques are available in references

4, 5 and 6 to this chapter.

2.1.2.1.1 Factors Affecting the Quality of Photographic Imagery

The only real test of image quality is the quantity of information that may

be extracted from the image. Three image characteristics govern this quantity:

i) tone or color contrast between image and background, ii) sharpness or

resolution of the image, iii) stereoscopic parallax characteristics. These

image characteristics are influenced by environmental factors; by film,

emulsion, and filter properties; and by camera and equipment factors.

After a brief discussion of environmental factors, this section discusses

camera, film and lens characteristics in detail.

Environmental Factors. Basic environmental factors limit the

quality of an image taken by any sensor. The amount of illumination

available and the variation in reflectance among objects being photographed

determines image contrast and resolution. Atmospheric scattering of

light by natural means or by man-made particulate matter also influences

contrast and resolution. Finally, the sun angle determines the amount

of illumination available, and to a degree, it determines the color of

this illumination. (4)

Films. Photographic techniques are applicable in the visible and

near visible (ultraviolet and near infrared) portions of the spectrum

between wavelengths from .35 to 1.2 microns. Various film emulsions

are sensitive to different portions of the spectrum. Some films utilize

multiple emulsions on the same base to provide color photography on one

film.

The latent image formation on the silver halide crystals in the light

sensitive emulsion takes place in the following manner. A crystal
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absorbs a photon, raising the energy state of an electron in the crystal.

The electron then transfers to a silver sulphide "speck" associated with

the crystal. This electron on the "speck" then attracts and unites with

a negative silver ion, forming an atom of metallic silver. This process
o

is repeated for each photon absorbed, causing the speck to grow.

The development process for exposed film uses reducing agents to

provide many additional electrons to each silver halide crystal that is

associated with an activated "speck," reducing all the silver halide in

the crystal to opaque metallic silver. In photographic films of high

sensitivity the amplification in relation to the number of photons

absorbed exceeds one billion.(7) Furthermore, a maximum of ten different

gray levels can be differentiated.

Highly sensitive films are known as fast films, and the speed of a

film is inversely related to the fineness of the image recorded. The

faster the film is, the grainier is the image recorded on it. Thus, a

tradeoff exists between the speed of a film and the resolution that can

be recorded on it.

Another important consideration in the choice of a proper film is the

spectral band to which it is sensitive. Different emulsions are generally

sensitive to different bands. A film is labelled "panchromatic" if it

is uniformly sensitive to the entire visible band. Typical black and white

films cover the band 0.36 - 0.72_.(4) Special films are available which

are sensitive to different spectral bands such as the near infrared. For

example, Kodak infrared aerial emulsion film sensitivities extend from

0.36_: to 0.9_.

It is generally important in aerial and space photography to secure

the fincst resolutions possible. This resolution is limited by, among
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other things, the resolution that can be recorded on the film, a capability

which conti'nues to improve year by year. In 1969 the state of the art

permitted the following resolution and relative speed for each film

shown.(4,8)

Film Type

Infrared film

Fast panchromatic

High resolution panchromatic

Resolution

65 lines/mm

I00 lines/mm

550 lines/mm

Speed Relative to High
Resolution Panchromatic

33

Filters. Filters have historically been used in aerial photography

to eliminate the blue band of the visible spectrum to reduce the effect

of haze and increase the quality of the photographs. Filters are thus

used to eliminate unwanted information. Some examples of the filters

used are

Name of Filter

Wratten 47 B

Wratten 61

Wratten 25 A (red)

Wratten 89 B (dark red)

Spectral Band Transmitted

0.40 - 0.48u

0.47 - O.61u

0.58 - 0.72u

0.72 - 0.98u

Lenses. Lenses for photographic remote sensing are chosen on the

basis of a number of factors. The primary characteristic of the lens

system is its focal length, which is roughly the distance between the

lens and film in the camera. The focal length determines the scale

(magnification) of the image on the film. The larger the focal length,

the more objects on the ground are magnified, with the result that

for a constant film size, the smaller is the area on the ground photographed.
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The detail that can be recorded thus increases, within certain limits,

with the focal length of the lens system. Focal lengths as large as six

meters have been mentioned in connection with cameras used for espionage.(9)

The conventional aerial camera has a focal length of 15 cm, and the image

on the film is of a square format 23 cmx 23 cm.(lO) This camera is called

a wide angle camera. To simultaneously photograph even larger areas,

the so called superwide angle camera with an 8.8 cm lens is used.(ll) In

general, the resulting image has a scale equal to the ratio of the focal

length to the object distance (generally altitude in the context of remote

sensing).

Another important lens characteristics is its f-number. This number

is defined as the ratio of the focal length of the lens to its aperture

diameter. The smaller the f-number for a lens of constant focal length,

the larger the aperture (opening) through which light is admitted. This

has two effects. First, with increasing aperture size, more light is

passed to the film, enabling the camerato photograph scenes having lower

light intensity and improving the sensitivity of the camera. A sensitive

lens is often referred to as a fast lens, and lenses of f/4.5 and f/5.6

are generally considered to be fast enoughfor aerial photography.(lO)

Second, the resolving power of the lens is increased. The theoretical

limiting resolution a lens gives on ideal film is given (in lines/mm)

by 0.82d 0.82_F or X-f number where _ is the wavelength in mmat which the

imagery is being performed, d is the aperture diameter in feet and F is

the focal length in feet. (9) This resolution may, however, be far from that

of a practical system. Lenses with resolution poorer than 40 lines/ram

at a contrast ratio of l:lO00 are generally not chosen for aerial photo-

graphy.
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Yet another factor affecting the choice of a lens is the distortion

it introduces. Aerial cameras are often used for cartographic purposes,

which imposes a severe restriction on the allowable distortion. Distor-

tions in the positioning of objects should usually be less than 0.01 mm

on the image,(10) though this limit depends on the use to which the camera

will be put. Mapping cameras produce maximumpositional accuracy and good

resolution, while reconnaissance cameras are designed to give maximum

resolution at the possible expense of positional accuracy.(ll) Multi-

spectral remote sensing also requires that the spectral characteristics

of the lens conform to certain specifications. The lens should transmit

certain wavelengths with relatively little transmission loss when

imagery is being gathered at these_wavelengths.

Cameras. The camera involves a synthesis of the lens, the film,

and the filter, and all three are chosen with regard to the image

characteristics required.

Aerial cameras ceme in numerous sizes, with a variety of film for-

mats, focal lengths, precisions, spectral responses, costs, etc. Small

focal lengths are chosen for quick coverage of large areas; the f-number

is chosen _ith regard to the lighting available and the resolution

required; the film is chosen to respond to the given lighting level;

and the film-filter combination is selected to enable the desired spectral

band to be imaged. The typical aerial camera has a focal length of 15 cm

and images on a square format 23 cm x 23 cm using film in lengths of

50-75m.

Multispectral photography, which requires imagery in several different

spectral bands, can be performed in two different ways. A single camera

may be designed to secure multiple recordings on one or more film types.
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This may be accomplished by the use of two or more lenses, each with a

specified filter. Another possibility is to use a single lens and one

or more beam splitters, consisting of special mirrors and/or filters

to place the image at selected locations on the film. There may be a

single roll of film in the magazine or several rolls having the same or

different types of emulsion. An example of this is the Itek experimental

camera which uses nine lenses to record simultaneously on 3 rolls of

70mm film.(7) An alternative is to use a gang of two or more cameras

with various lens-filter-film combinations.

2.1.2.1.2 Photographic Ground Resolution

As mentioned previously, camera, film, and physical factors combine

to determine image quality. One important measure of quality is the

ground resolution, which is a measure of the fineness of detail that

can be seen on the image. Apparent ground resolution depends not only

on the quality of equipment used, but also on the situation in which

the imagery is taken. Equipment-independent factors influencing

apparent resolution are many. For example, as the following quantities

increase, apparent resolution increases:

i) brightness of object to be resolved in contrast with
the background against which it is imaged,

ii) aspect ratio (ratio of object length to object width),

iii) the regularity of shape,

iv) number of objects comprising patterns to be resolved,

v) uniformity of background against which objects are
imaged,

vi) extent of background against which objects are imaged.

On the other hand, resolution decreases with increases in the amount

of atmospheric haze disturbance occurring between camera and object

within tile spectral band used.(7)
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Basic factors in the equipment used also influence ground resolution.

An elementary way to calculate the ground resolution for a photographic

system, a way which unfortunately ignores equipment-independent factors,

is as follows. The ground resolution is given by(9):

H
G-

984 RE (2-I)

where G = ground resolution in meters

R = joint film/optics resolution in lines/mm

H = the object distance (approximately the platform altitude) in any
measurement unit

F = the focal length in the same units.

This formula suggest an easy way of calculating the ground resolution

for different altitudes, focal lengths, film and lens resolutions, etc. For a

15 cm lens at 12,000 m and a conservative estimate of R = 80 lines/mm,

this formula gives yield a resolution of approximately 1 m.(ll)

The resolution of the above system by no means is the limit

attainable. Various "spy in the sky" satellites such as SAMOS

yield 1 ft. resolutions at orbital altitudes of 370 km.(12) Such a

fine resolution entails working at the theoretical limits imposed not

by lens and film considerations but by the scattering of the

atmosphere.(13) So photography is indeed capable of extremely fine

resolutions. Photography of this sort does, however, imply heavy film

loads, as shown next.

Film Weiqht as a Function of System Performance. One method of

determining film weight is to determine the area of the film required,

which is given by(8):

Film area (nl £) - around area (km 2)
R_ Gz (2-2)
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where R = resolution in lines/mm

and G = ground resolution in meters.

This suggests that to map 106 sq miles at a ground resolution of

I00 ft. and film resolution of 30 lines/ram (15 cm lens at I00 mi) the

required area of film is 30 sq ft, i.e. 200 ft of 70 mm film. This

amount of even thick, color infrared film would weigh less than 2 lb.

The corresponding camera would occupy about 2-4 cubic feet, and would

weigh around 300 Ibs. Film ejection devices (necessary for satellites)

would add weight and bulk but would be manageable. The satellite inter-

mittent power requirement would be I00 watts.(8)

A table of the weights of film required for coverage of various

areas of the globe at different scale factors is given in Table 2-2.

For an operational aircraft system of Boeing 707's flying at 40,000

feet and mapping at resolutions af approximately 3m, Katz(ll) estimates

a total cost for gathering imagery of $0.57 per square mile.

2.1.2.1.3 Photographic Systems

Camera systems for aerial photography vary greatly in sophistication.

The simplest ones used are the 35 mm hand-held cameras. Up the scale

from these are the single lens reconnaissance or mapping cameras, the

multiband photographic systems, and the panoramic and continuous film

strip cameras.

35 mm hand-held cameras are often employed for aerial photography

that does not have strict limits on resolution or distortion. The

farmer, for example, might analyze crop health by photographing his

fields from a rented airplane with his 35 IT_ncamera. The aerial

cameras used for reconnaissance and mapping are more specialized than

the 35 mm camera. These cameras generally have a larger image
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Film requirements for Large Area Coverage(ll)

Photographic Scale

Area covered by 9 in. by 9 in. film

Number of 9 in. by 9 in. frames
(Assuming no overlap)

Continental U.S. (3,022,000 sq mi)

Earth's surface (197,000,000 sq mi)

Oceans and seas (139,000,000 sq mi)

Land areas (58,000,000 sq mi)

Weight of film,* Ib (assuming no overlap)

Continental U.S.

Earth's surface

Oceans and seas

Land areas

1:60,000 1:800,000 1:2,400,000

73 sq mi 13,000 sq mi 116,000 sq mi

41,500 232

2,700,000 15,200

1,900,000 10,700

800,000 4,500

26

1,700

1,200

5OO

2,560 14 1.6

167,000 940 105

I17,000 660 74

50,000 280 31

*Unprocessed film only. No allowance for processor weight.
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format, a longer focal length, a higher-quality lens, and can accept a

variety of films.

The Manual of Photogrammetry(13) lists forty-eight aerial mapping

and reconnaissance cameras, describing their focal length, their film

format and their lens resolution limits. Reference (14) highlights the

Zeiss and Wild precision cameras. Their design permits the use of color,

infrared and panchromatic films without focal length changes. Moreover,

their wide angle, 152 mm lenses can be used for both reconnaissance

and mapping, because of their low distortion and high resolution

(forty line pairs per mm). In addition, the Zeiss camera is capable

of shutter speeds to l:l,O00th of a second.

Improvement in these parameters might be necessary for specialized

photographic problems. Although the 1:20,000 scale imagery commonly

used in agriculture can be taken with a 152 mm focal length lens at

typically flown altitudes (I km or so), scales of 1:12,000 or larger

require a 305 mm focal length lens.(4) Zeiss manufactures a 305 mm

precision lens with a resolution of forty line pairs per mm. Perkin-

Elmer has produced an advanced 152 mm, I00 line pairs per mm lens.(4)

Multi-band photographic systems employ multiple lenses or multiple

cameras to record several images in separate spectral bands simultaneously.

These systems use a bandpass filter for each lens or camera. Since the

images record reflectance values in each band, this technique constitutes

low spectral resolution spectroscopy. The images can be examined

separately for each band or combined by various methods to produce a

variety of color composite images.

Like single lens photographic systems, multiple band photographic

systems are available at a variety of levels of sophistication. For

exanlple, a low-cost 35 _11 system using two motor-driven Nikon F cameras



-35-

has been developed at the University of Wisconsin for remote sensing

applications. This multi-band system, using normal color and color

infrared reversal films, has been used in vegetation, soils, and water

quality studies conducted by the University and reported by Reinhart and

Scherz.(14) It has also been proven economical for use in acquiring thermal

imagery and determining optimum photographic conditions for larger-

format, mapping camera imagery.

A muchmore sophisticated version of the multiple band photographic

system device is Skylab's Hasselblad Sl90 multispectral photographic

facility. The Sl90 is a six channel camera system, which includes

forward motion compensation. Four of the channels record in monochrome

(black and white) and two record in color. As many as twelve filter

choices are available. The system measures energy in visible and near

infrared regions of the spectrum. It has a film capacity of 400 frames of

70 mm film. Shutter speeds of 2.5, 5 and lO milliseconds are available.

Its lenses have a six-inch focal length and aperture stops ranging from

f/2.8 to f/16.(15)

Panoramic and continuous strip aerial cameras are an attempt to

combine wide angular coverage with high resolution in one sensor. These

cameras compensate for forward motion of the aircraft by mechanical

motion of the camera or the film. Six panoramic cameras are listed in

the Manual of Photogrammetry.(13) The principle of panoramic cameras

is to rotate the camera mechanically about its axis while the photograph

is being taken. (4)

In the continuous strip camera, film motion compensates for image

motion as the aircraft moves forv;ard in a straight line while the shutter

is open. Therefore, substantially greater energy throughput to each

image point on the film is possible, allowing much better spectral or
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spatial resolution than can be achieved by short exposure, fixed film

cameras.(5) For example, a proprietary application of continuous strip

cameras with spectral resolution down to .001_, described by Lundquist(16),

was for measurement of water pollutants. The SR71 reconnais-

sance aircraft carries a continuous strip camera capable of taking very

high resolution (approximately one foot) photographs from an aircraft

traveling at altitudes above 90,000 feet and speeds much greater than

the speed of sound.(17)

2.1.2.2 Non-Photographic Imaging Sensors

2.1.2.2.1 Introduction

Although photographic techniques are very useful for remote sensing,

they have limitations. The spectral range which can be sensed and

recorded by film emulsions is limited to between .35 and 1.2 microns.

In addition, photographic sensors used in remote sensing are passive;

that is, they do not illuminate the scene being photographed. Moreover,

photographic sensors require film, and for satellite applications, this

requirement is a disadvantage because film delivery from space is

difficult. Finally, multi-band photographic systems have inherent

registration problems. Multiple cameras or multiple lenses introduce

distortions which make overlaying multiple images difficult.

The sensors discussed in this section seek to avoid some of the

limitations of photography. Multispectral scanners, the first sensors

described, can be used to record up to twenty-four bands of information

through a single lens. This information is automatically registered.

Moreover, the output signal of a multispectral scanner is electronic,

so no film delivery is required from these devices. Indeed, the output

signal is digital, so it may be directly fed into a computer for

processing. The second sensor type discussed, the imaging tube (for
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example, the LANDSAT RBV) also has electronic output. The third type,

microwave sensors, collect information considerably different from

that in photographs by operating in a far different spectral region

from photographic sensors. The longer wavelength, microwave radiation

can penetrate clouds and vegetation. Moreover, some microwave sensors

(RADARs) are active; that is, they illuminate the scene which they are

sensing. Another active sensor which we consider is the LIDAR sensor,

which is an active, light-based device. Finally, we describe a variety

of spectrometers, which have spectral resolution superior to the other

sensors discussed.

This section describes these non-photographic imaging sensors, and

it emphasizes the sensors whose products show greatest potential for

near-term, state agency applications, because such sensors are more widely

available and more widely used presently. Thus, we describe multi-

spectral scanners and microwave sensors in detail. Less emphasis is

given to imaging tubes, LIDAR, and spectrometers.

2.1.2.2.2 Multispectral Scanning Radiometers
(Mul tispectral Scanners)

A radiometer is a device which measures the amount of electro-

magnetic energy received. If the radiometer is sensitive to a number

of frequencies it is known as a spectrometer, and if it is also capable

of scanning over a certain area then it is called a scanning radiometer

or scanner. In general, multispectral scanners have the following

advantages over film: extended spectral range; simultaneous, well-

registered measurements of several spectral bands; and information in the

form of a digital signal which can be transmitted to ground stations

and easily processed. On the other hand, multispectral scanner data

has lower resolution than photographic images given equal optics and

equal sensor altitude.
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The multispectral scanning radiometer may have any number of

detectors. Spectral resolution varies from model to model, getting as fine as

0.02_. The multispectral scanner (MSS)operating on LANDSAT-Iand 2 has

twenty-four detectors and detects radiance in four spectral bands. Spectral

resolution of the LANDSAT-IMSSvaries from .I - .3u depending on the

channel. Spatial resolution also varies from instrument to instrument;

in the case of LANDSAT-Iit is 0.II mrad, or about I00 m at ground level.

The following text discusses the operation of LANDSAT'sMSSin some

detail.

2.1.2.2.2.1 The LANDSATMultispectral Scanner. The spectral

bands imaged on LANDSAT-Iare -2 are 0.5 to 0.6_, 0.6 - 0.7_, 0.7 - O.8u,

and 0.8 - I.I_. An EROSData Center publication claims the following

advantages for each band:

Band 4, the green band, 0.5 to 0.6 micrometres, emphasizes
movement of sediment laden water and delineates areas of
shallow water, such as shoals, reefs, etc.;

Band 5, the red band, 0.6 to 0.7 micrometres, emphasizes
cultural features;

Band 6, the near-infrared band, 0.7 to 0.6 micrometres,
emphasizes vegetation, the boundary between land and water,
and l andforms; and

Band 7, the second near infrared band, 0.8 to l.l micro-
metres, provides the best penetration of atmospheric haze
and also emphasizes vegetation, the boundary between land
and water, and land forms.(18)

In the LANDSAT scanner a mirror reflects light from a spot on the

earth into a telescope. This mirror oscillates so that the moving

spot scans lines along the ground transverse to the orbital path. While

a line is being scanned the satellite is moving along its orbit. Thus

when the next line is scanned, it is slightly displaced from the

previous one. In this way, as the satellite moves, it maps a strip,

or "swath," underneath its orbital path, line-by-line. The rays
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reflected from the mirror are fed via the collecting optics (telescope)

to the twenty-four optical detectors which measure the intensity of the

light in four spectral bands in each of six lines.

Several features of this design require elaboration. This type

of scanner is known as an object plane scanner, because the object

(the earth in this case) is itself being scanned, not an image of the

object as would be done in a conventional television camera. Moreover,

since an oscillating mirror performs the scan operation while the

collecting telescopic system remains stationary, the collecting optics

always see the object on axis, resulting in reduced distortion.

Because at each instant the telescope only views a small spot on the

earth, the size of the lenses and thus the distortion which accom-

panies larger lenses can be reduced.

The MSS mirror is oscillated 13.6 times per second to produce

lines across the swath and orbital motion causes a vertical scan

of about 6 km/second.(19) As stated above, six lines are scanned

simultaneously, which permits use of a slower scanning motion than if

just one line were being scanned. Each detector has a longer time to

dwell on each spot, and this increases the effective sensitivity of

the detector.

Another important feature is that a single optical system is used

for all wavelengths. Since light from a single spot or elemental area

on the earth is fed simultaneously to detectors in all the wavelengths,

it is ensured that at each instant the same elemental area is under

observation in all the spectral bands. This permits excellent regis-

tration (alignment) of pictures taken in the different spectral bands.

In this way one can study the spectral composition of a scene element
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by element. As stated earlier, the spectral bands imaged on LANDSAT-I

and -2 are 0.5 - O.6u, 0.6 - O.7u, 0.7 - O.8u, and 0.8 - I.I_.(21)

The last two channels are in the near infrared. LANDSAT-Cmay, in

addition, have a thermal infrared channel in the 10.4 - 12.6_Jband.(22)

The image produced at the primary image plane of the telescope is

relayed by fiber optic bundles to detectors. The light collected by the

telescope is very faint, and the corresponding electrical signals pro-

duced by the detectors need considerable amplification. This is done in

photomultiplier tubes whose amplification is high and distortion is kept

low.

The 23 cm aperture used in the scanner looks at only a small spot

at each instant. Thus, its field of view, also called instantaneous

field of view (or IFOV) is also very small - a mere 1.54 x 10-6 degree.

At the altitude of the spacecraft this small field of view translates

into an element 230 ft. square(21) on the ground at any given instant.

The scanning mirror is in motion through anangleof 6° . This results

in a cross track sweep of about 185 km(20) and the images produced

consequently view areas 185 x 185 km on the ground overlapping I0% at

the equator.(21) The usable ground resolution, defined as the dimension

of the smallest object on the ground that can be detected, is about

200 ft.(20) The word resolution is capable of many interpretations

and moreover varies with the lighting contrast - and hence this figure

should be treated with care. The design goal resolution was 460 ft./line

in the four bands in visible and near-infrared regions of the

spectrum. The scanner, used in conjunction with a tape recorder, is

capable of producing 144 images (each 185 x 185 kin) in a 24 hour

period(22) with a video bandwidth (a factor dependent on the infol_lation
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flow rate which determines the complexity of the space to ground

communications system) of 4-6 MHz.(20)

The LANDSAT-Iand 2 MSSunits weigh about 83 Ibs., occupy a

volume of 1 cu. ft. and have an average power consumption of 45wo The

design goal lifetime was one year, though LANDSAT-Ihas lasted nearly

3½years as of this writing.

2.1.2.2.2.2 Skylab Multispectral Scanner (S-192). The Skylab

satellite was not devoted exclusively to remote sensing of the earth,

and hence its orbit was not adjusted for optimum coverage of the earth.

Its orbit is circular, inclined at 50 ° and has an altitude of 273 mi.

Because of this orbit, data could be acquired only between 50 ° latitudes,

and under varying illumination conditions.

The principle of operation of the multispectral scanner on board this

satellite is in many ways similar to that of the LANDSAT MSS. A

schematic is given in Figure 2-3.

Unlike the LANDSAT MSS, two mirrors, a 1 cm diameter outboard

mirror and a 5 cm inboard mirror provide the transverse scan. However,

satellite motion produces the line displacement (as in LANDSAT

MSS).(24)

Active imaging was only performed during 120 ° of a full rotation of

the mirrors. During the remaining 240 ° light sources of known intensity

were viewed by the detectors, and by a comparison process the

intensity of the illumination from the earth was accurately measuredo(24)

The incoming radiation is transferred via reflective optics to a

"dichroic" mirror which separates it into the thermal and shorter

wavelengths. Images are made in thirteen different-spectral bands.(22)



-42-

I LANE SECONDARY

MIRROR

ASPHERIC

CORRECTOR

3R

OUTBOARD SCAN

MIRROR

SPHERICAL

RELAY MIRROR

INBOARD SCAN

MIRROR

-SPHERICAL PRIMARY MIRROR

BEAM SPLITTER

THERMAL COLL.

LEN_ "THERMAL

WINDOW

THERMALPLANE

FOLDING MIRROR

_THERMAL

IMAGING

LENS

SILICA "MONOCHROMATIC

MONOCHROMATIC PRISM IMAGING LENS

I"LANE FOL[)ING :llUM FLUORIDE
MIRROR PRISM

MONOCHROMATIC OMATIC WINDOw
COLL I. E_;_J

Figure 2-3. Schematic of Skylab MSS(24)
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Visible Band

Near infrared band

Medium infrared band

Far infrared (thermal) band

The detectors measuring the incoming radiation were mercury cadmium

telluride detectors.(23) Since a single telescope fed all the detectors,

the registration between the bands was excellent. Each detector sensed

radiation from an identical resolution element on the earth's surface -

a spot 260 ft. in diameter.

The far-infrared detectors required very low operating temperatures,

as will be discussed below. For the S-192 MSS, a Sterling cycle cooler

provided the cryogenics.

Thermal Infrared Scanners. The thermal infrared scanner is a

multispectral scanner which is sensitive to emitted, or thermal, infra-

red radiation in the .3-.5 or .8-I.2u bands.(5) The detector must be

cryogenically cooled to eliminate the noise which would otherwise

result from detection of thermal infrared radiation from the detector

itself.

The thermal infrared scanner may be incorporated into a multi-

spectral scanner as one of the channels. Due to the longer wavelengths,

spatial resolution is lower than for visible light scanners. A thermal

channel, which was proposed for LANDSAT-2 but not included, would have
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operated at 1.40 - 12.60u, with resolution of 0.32 mrad or about 300 m

on the ground. As stated, LANDSAT-Cmaycarry this thermal channel.

2.1.2.2.3 ImageTube Systems

Image tube or television systems employ electronic scanning of a

photo-sensitive surface.(5) One type, the image orthicon, operates on

photoemission principles, and it is quite sensitive. However, it is a

large and fragile device and has not found use in space applications.

Space-borne television systems are usually implemented with image vidi-

cons. These devices operate on the principle of photoconduction and are

smaller and more reliable than the imageorthicon.

Satellites have carried vidicons for manyyears. The first

weather satellites, and manyof those still in use, employed vidicon

sensors.(25) LANDSAT1 and 2 carry a multiband vidicon sensor (the

RBV) implemented with three vidicon tubes and three bandpass filters.(27)

The LANDSATvidicon tubes are modified to supply very high resolution

imagery. However, even this image tube system has muchpoorer resolution

than a camera with the sameoptics. The RBVon LANDSAT-Ihas not been

operated since shortly after launch because of an equipment failure.

2.1.2.2.4 Microwave Imaging Sensors

The region of the electromagnetic spectrum with wavelengths from

1 mmto 0.8 m is knownas the microwave region. Remotesensing in this

spectral band from aircraft and spacecraft yields a great deal of

information about the environment which supplements that obtainable in

other spectral bands.

Microwave remote sensing may be done in one of two ways - passive

or active. The remote sensing technique is termed passive when the

study is done using illumination provided by natural sources (as in

available light photography). It is termed active when the sensor
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itself provides the electromagnetic illumination necessary for a study

of the environment (as in the case of photography by flash). Passive

microwave remote sensing is known as microwave radiometry, while

active microwave remote sensors are RADAR systems.

2.1.2.2.4.1 The Microwave Radiometer. The microwave radiometer

is a passive instrument which measures microwave emissions in the

l GHz-37 GHz range.(5) The microwave radiometer is useful for tempera-

ture measurements, since the energy emitted in the microwave region

varies linearly as a function of temperature. The radiometer measures

the intensity of radiation emanating at a particular wavelength from

each spot of the observed terrain, and an intensity map is constructed.

This yields information about the terrain below, but the information

may be "corrupted" by a variety of factors. Part of the intensity

measured is the thermal energy emitted from the ground - both surface

and subsurface. Another part of the intensity is the signals originat-

ing in the sun, the galaxy, the atmosphere and clouds, scattered by

the terrain. Yet another part may just be the direct emission of energy

from the atmospheric gases and clouds. Thus, a host of factors beyond

control limit the accuracy of knowledge of the terrain deduced from

radiometry.

2.1.2.2.4.2 RADAR. One way to surmount the accuracy limitations

of radiometry is to "illuminate" the region studies, as is done in

active microwave remote sensing or RADAR. RADAR is an acronym for

RA___dioD_etection A_nd Ranging. It is a system for transmitting pulsed

microwave radiation and measuring the reflected component. Spatial

resolution is a function of pulse length, antenna size, and data pro-

cessing techniques.(5) Three variations include the following:
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Scatterometer - measures only the amount of energy returned
to the antenna,

Side-lookin 9 RADAR (SLR) - creates images with a side-looking

antenna array, and

Synthetic-aperature RADAR - uses advanced data processing

techniques to obtain improved spatial resolution.

Major advantages of RADAR include the ability to penetrate clouds and

haze effectively, the capacity for night operation, and the ability to

determine the distance between points very accurately. This latter

capability can be used to obtain a topographic profile to the surface

being scanned.

Several of the properties of the electromagnetic radiation in the

illuminatingbeam can be controlled. The wavelength of a beam can

range approximately from l mm to l m. The user can also select the

polarization, i.e. the orientation of the plane of the electric field

in the electromagnetic wave. This plane can be vertical, hori-

zontal, or rotating. Through a study of the polarization of

the reflected wave, certain terrestrial properties can be deduced.

Furthermore, the user can choose to observe either by looking nearly

straight down or by looking nearly horizontally. In all these ways,

the illumination can be carefully controlled.

Physical Factors Influencing RADAR. In addition to the illumination

used, a number of physical factors influence the signal received by the

RADAR system. These factors include surface roughness, the dielectric

constant of the illuminated material, the depth to which RADAR waves

penetrate, and atmospheric effects. The following text briefly des-

cribes these factors.

The relative surface roughness in comparison to the wavelength is

probably the most important surface characteristic which influences the
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radiation reflected. A perfectly smooth surface reflects all incident

rays in the specular direction (where angle of incidence is equal to

angle of reflection). A rougher surface scatters more randomly,

though most surfaces are smooth enoughat RADARfrequencies so that

scattering in the specular direction is greater than in any other. A

RADARsignal captures only the radiation scattered back along the

incident ray, the "backscatter." Examplesof rough surfaces include

dense forests and dense crops such as sugar beets, etc. Smoothsur-

faces are materials such as calm water, pavement, bare soil, etc. A

rough sea would classify in between the two.

The dielectric constant of a material determines the behavior of

electromagnetic waves in the material. The greater the dielectric

constant, the less electromagnetic waves penetrate into a material.

This in turn meansthat subsurface effects have less influence on the

reflected radiation. Most solid natural materials have dielectric

constants less than 6 and only a few approach lO. Water, on the other

hand, has a microwave dielectric constant in the range 80-I00. Thus,

the most important factor affecting the dielectric constant of a medium

is the moisture content. Moisture whenmixed in soil, or when present

in plants, increases the dielectric constant. A graph of this phenomenon

is given in Figure 2-4.

30
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Figure 2-4. Dielectric constant vs. moisture content(27)
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The depth to which subsurface features can be studied depends

on the depth of penetration of the electromagnetic radiation. RADAR-

return signals come almost entirely from the region close to the

surface where incoming power is reduced by less than 85%. The depth

of penetration of electromagnetic waves depends essentially on three

factors: dielectric constant (or equivalently in many cases, moisture

content), wavelength, and the angle of incidence.(27)

RADAR signals must travel twice through the intervening atmosphere.

Consequently, the effects of the atmosphere on the signals have

to be considered. Atmospheric gases reduce transmission at certain

wavelengths. The absorption band with the longest wavelength is at

1.35 cm and is due to water vapor. The effect of this band on

vertical transmission through the atmosphere is negligible but is very

important for almost horizontal paths.(27)

Atmospheric transmission of microwaves is also affected by clouds -

and this effect is strongly dependent on wavelength. At some frequencies

clouds are essentially transparent - at others opaque. Water droplets

attenuate signals to a greater extent than ice clouds. This is indicated

Figure 2-5.

in Figure 2.5.
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Examples of RADARSystems. RADARsystems are distinguished from

one another by the way their antennas are mounted on the platform.

For example, on an aircraft, if the antenna is mounted parallel to the

fuselage, the antenna beamis to the side of the aircraft and it is

known as Sidelooking RADAR(SLR). If the antenna is mounted perpendi-

cular to the fuselage (possibly at the nose) the RADARlooks ahead of

the aircraft and is knownas Forward Looking RADAR. The samedis-

tinction is applicable to spacecraft. Figure 2-6 illustrates the two

types of RADARS. In this figure, the "flight vector" indicates the

direction of flight. SLR is used extensively for remote sensing.

Flight Vector

Forward L, _k

Figure 2-6. An Illustration of Forward Looking and

Side Looking RADAR(29)

In SLR, the RADAR beam is shaped to illuminate a narrow strip in

the range direction (the direction perpendicular to the line of flying,

shown in hatched lines in Figure 2-6). It takes different amounts of

time for the initial radar pulse to return from sections of this strip

at different distances from the aircraft (or spacecraft). Thus, the

initial short burst of electromagnetic energy transmitted results in a
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chain of echoes from different segments in the range direction. In

this way, a strip in the range direction is mapped. Moreover, as the

platform moves forward, another continguous strip is mapped. A map

of the underlying terrain is so produced.

The possible resolution in the azimuth direction (the direction of

flight for SLR) depends on how narrow the beam can be made in this

direction. The narrower the beam is, the thinner is the strip mapped

and the better the resolution. There is a limit to the angular resolu-

tion possible which is imposed by different effects - and this limit

is determined by the size of the aperture (antenna) in wavelengths.

The angular beamwidth is approximately _/D radians, where _ is the

wavelength of the electromagnetic radiation used and D is the dimension

of the antenna. (This approximation is good for the range of _ and D

of interest). From this beamwidth follows the approximate azimuth

possible; it is _, where R is the distance ofor along-track resolution

the platform from the point on the terrain being sensed.(28)

Thus, there are three ways of improving azimuth resolution. The

first is by decreasing the wavelength being used (increasing the

frequency) within limitations specified by the atmosphere, the reflection

properties of the terrain, and spectrum allocation rules. A second

alternative is to increase the size of the antenna, within limits

imposed by the platform. The third method is to decrease the range,

within the practical limits of aircraft altitude.

Range (the direction perpendicular to flight for SLR) resolution

is dependent on the ability to separate returns from adjacent points.

The length of the initial pulse transmitted causes overlap of the returned

signals from different points. Thus, the shorter the pulse, the better

the resolution. The ground resolution in the range direction is
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CT
T " cosec _, where ¢ is the angle of incidence, T is the duration of

the pulse, and c is the velocity of the electromagnetic wave (i.e.,

velocity of light)(28). Resolution can be improved by decreasing the

pulse duration, but bandwidth considerations limit this. However, the

range resolution is in general better than the azimuth resolution.

Table 2-3 shows an example of the performance of a typical aircraft

SLR.

Table 2-3. Performance of Typical Aircraft
Real Aperture SLR(29)

System Characteristics

Antenna size:

Frequency:

Wavelength:

Transmitter Peak Power:

Maximum Swath Width

(at altitude of 6 km):

System Performance

5 m aperture

Sl ant Azimuth Sl ant

range resol u- range
(km) tion resolu-

(m) tion
(m)

20 km

5 8.8 12

I0 17.6 12

15 26.4 12

20 35 12

Synthetic Aperture RADAR. The poor azimuth resolution in

RADARS with unprocessed returns results from the inability to distin-

guish between objects at the same distance from the RADAR. However,

objects moving with respect to the RADAR system introduce a "Doppler"

shift in the frequency of the returned signal ; the frequency shift

35 GHz

0.86 cm

I00 kW
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increases with the relative velocity. Thus, by frequency analyzing

the returned signals it is possible to distinguish between objects with

different relative velocities, though they may be at the samedistance

from the platform, and effectively increase the azimuth resolution.

A simple approximation for the resolving power of synthetic aper-

ture RADAR, which holds only within limits, can be derived. The beam-

width that can be produced (in the limiting case) by an antenna of

dimensions D at a wavelength _ is approximately B : _ . Thus, an

object at a range R is illuminated by the antenna as it moves through a

distance L : B R - R_D " By storing the signals returned as the aircraft

moves through this distance we therefore have an effective synthetic

aperture of length L - R_D The synthetic angular beam width is

D D
resulting ground resolution is _ • R = D. We see: _ R_ - R and the

therefore that the azimuth resolution is equal to the antenna dimension,

which gives rise to the remarkable property that the antenna ground

resolution is improved by decreasing (not increasing as in the case of

real aperture RADAR) the antenna dimension. The limit of resolution is

independent of the distance of the aircraft or spacecraft from the ground.

It is thus possible to have resolution capabilities comparable to those

obtainable by sensing in the visible band.(27)

2.1.2.2.5 LIDAR Systems

LIDAR (li__ght d_etection a_nd r__anging) systems are analogous to RADAR,

but use a laser as the energy source and operate in the visible and

near-visible portions of the spectrum.(5, 30) Various techniques

involve measurement of the backscattering. Pulsed lasers may also be

used to induce fluorescense in substances; this technique is particu-

larly applicable to water pollution problems. Lasers are sometimes
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used in conjunction with retroreflectors or reflective targets, as in

the Infrared Laser Atmospheric Monitoring system (ILAMS),(2) which

reduces the power requirement for the laser by several orders of

magnitude.

2.1.2.2.6 Scintillation Detectors

The scintillation detector is an instrument for the remote sensing

of radioactivity (gammaradiation). The instrument utilizes a gamma-

sensitive phosphor in conjunction with a photomultiplier tube and can

measure very small amounts of radioactivity, down to 0.005 mrads/hr.

This technique is limited to altitudes below 150 meters. The instrument

has been flown experimentally to detect radioactivity in water with

good success.(5)

2.1.2.2.7 Spectrometers (Passive)

Spectrometry has considerable application in the remote sensing

of environmental pollutants.(30) A spectrogram is a record of the

relative intensity of incident radiation as a function of wavelength.(5)

While multi-band photography and multi-spectral scanning can be

considered to do very coarse spectroscopy, the spectrometer is generally

capable of muchgreater spectral resolution. Several variants of this

technique are discussed below.

Dispersive Spectrometer. This is the classical instrument, using

a prism or grating. It offers high spectral resolution and great

versatility.

Filter Wedqe Spectrometer. This instrument uses a continuously

variable interference filter. It has lower spectral resolution capa-

bilities, but is simpler.
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Derivative Spectrometer. With this device, output is intensity

differentiated as a function of wavelength. This is a useful technique

to accentuate characteristics of some pollutant spectra.(30)

Michelson Interferometer. The output of this device is a Fourier

transform of the spectrum. An advantage of this technique is the large

energy throughput to produce the signal. Disadvantages are the length

of time required to produce each interferogram (~ l sec), and the form

of the output. Conversion of the Fourier-transform spectrum into a

conventional spectrogram requires considerable computer processing.

Correlation Instruments. These are either spectrometers or

interferometers which correlate the arriving radiation with

a stored reference characteristic of the pollutant. In the case of

the correlation spectrometer, the common technique is to store the

reference as a mask with slits corresponding to important absorption

bands of the pollutant of interest. Although instruments of this type

have the disadvantage of low versatility, they have been utilized to

good effect in remote sensing of gaseous air pollution, and the correla-

tion spectrometer is commercially available for this purpose.

2.1.3 Platforms for Remote Sensing

The term platform refers to the vehicle which carries the remote

sensor. The type of platform used implies certain parameters of

interest, such as the distance of the sensor from the object being

measured, the relative velocity between the two, and the frequency with

which the sensor views the object. In general, three classes of plat-

forms are of interest: spacecraft, aircraft, and the ground. Other

platforms which have been used but which are of less interest include
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balloons and sounding rockets. Important characteristics of the various

classes of remote sensing platforms are summarized in Table 2-4.(2, 5)

2.1.3.1 Spacecraft

Spacecraft have been widely utilized for remote sensing missions.

Characteristics of various NASA earth-oriented satellites with remote

sensing implications are summarized in Table 2-5.

A primary advantage of spacecraft remote sensing is that due to the

great height from which spacecraft view the earth, they can cover large

areas quickly. This macroscopic coverage reduces costand is also

useful in studying large-scale phenomena on earth. Another important

advantage is that by manipulating the orbit, a point on the earth can

be covered at periodic intervals, always with similar illumination.

This is very useful because multispectral images of the earth differ

markedly with differing illumination, and it considerably simplifies

the photo-interpretation problem to have all images of a region taken

under similar lighting conditions.

Along with the above advantages there are also limitations. The

first is that the time between two successive coverages of the same area

may be large. This might make it impossible to obtain spacecraft

pictures of a certain region when required for some applications; it might

be necessary to wait for the spacecraft to pass over the required

region. Another problem is the comparatively poor resolution obtained;

looking at the earth from a spacecraft, we might not be able to identify

some features of interest. The above two problems are actually inter-

related. We could overcome the first problem by providing continuous

coverage of a region. This would involve putting a satellite in a geo-

synchronous (or stationary) orbit where it would hover over a certain
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Table 2-5. Summary of NASA Earth Satellite Programs(2, 5)

NASA
tK)-
MEN-

pROJECT CLA-
TITLE TURE OBJECTIVES

Applications
Technology
Satellite

ATS

Nimbus NIM-
BUS

Improved
Tiros

Operational
System

Synchronous
Moteorological

._iltta

Earth
Resources

Technology
Satellites

Earth
Resources

Experim_nts
Package For
SILyl ab "A"

Space
Shuttle

ITO$

To investigate and fllght test technology
c_n to a number of satellite a_plica-
tlons; to investigate and fllght test tech-
nolooy for the stationary orbit; to conduct

I carefully Instru_ented gravity gradient

expori_nt directed toward providing basic
design information; and to flight test ex-
periments for a n_-ber of types of satellite

applications on each individual spacecraft.

To develop and flight test advanced sensors
and technology basic to the study of the
attnosphere and provide data for meteoro-
logical research; and to provide global col-
lection and distribution of meteorological
data.

To develop, procure, and launch, on a cost
reimbursable basis for t_OAA (Department

of Cofnmerce), a series of operational nete-
orological satellites based on Tiros research
and development experience.

To develop a geostattonary satellite system
which will meet the national operational
meteorological satellite system (_TO_S)
requirements as specified by NO_A: to flioht
test the satellites tn orbit and when checked
out turh them over to NOAA for operational

use; and to continue research and develop-

ment of geostationary satellite techniques as
necessary to support the NC_SS.

ERTS To destgn, develop and launch a series of
spacecraft into medium altitude orbits for
the purpose of conducting a variety of ex-
_ri_nts in the earth resources disciplines.

EREP TO develop techniques for selective use of
remote sensing instrumentation capable of
detecting the visible, infrared, and micro-
wave radiation e_itted and/or reflected by

the earth and to study the applicability of
these Peasure_ents for quantitative

analysis of earth resources; and to perform
correlative studies using ERTS and air-

borne sensors leading to a definition of the
role of _anned systems in earth resources
Surveys.

SPACE TO develop a reusable manned space vehicle
SI_JT- to provide an economical means of delivering

TLE payloads to orbit, to provide the capability
of _an-contro11ed In-orbit operations ; and
to provide the capability of visiting satel-

lite and returning satellites fr_ orbit.

IECHNICAL DESCRIPTION

ATS 0 i E AIS r i O
Gross Iteight, kg 793 930
Instrument Wt, kg 97 272
Investigations Meteorological Com-

munications, stabill-

zation/pointing, and
science experiments.

Power _atts 100 500
Stabilization Gravity gradient Active
Cesign Life 3 Years 2 Yrs.
Launch Vehicle Atlas-Centaur Titan-Ill C

Orbit Geostetionary _osta-

tlonary

Gross Weight, kg 66 1/2
Instrur_ent wt, kg 147

Investigations Meteorological
Power (Instr.) 130 (Solar)
Watts SO (Nuclear)
Stabilization 3 Axis
Design Life 12 months
Launch Vehicle Thor-Del ta

Orbit Circular Polar (1.111bm)
Gross Weight, kg 308
Investigation Meteorological

Instrument Wt, kg 99
Power Watts 70
Stabilization 3-AxIS

Design Ltfe 6 Mo. mln., 1 yr. goal
Launch Vehicle Thor-Delta
Orbit Circular (1,463 km)
Gross Weight, kg 243
Instrurent lit,. kg 84
Investicatlons Meteoro1oglca1
Power, Watts 1SO
Stabilization Spin Stablllze_
Design Life 3 Years

Launch Vehtcle Delta - 1914
Orbit Geostationary

Gross Velght, kg 816
Instrument Wt, kg 204
Investigations Earth Resources
Power, Watts 500
Stabilization 3-Axis
Design Life 12 Months
Launch Vehicle Delta-N
Orbit Circular Polar, Sun-

Synchrnnous 912 km
Gross Weight, kg 975 (total package)
Sensor Weight, kg 420
Investigations Visible, Thermal Infrared,

and Microwave Emissions
fr_Earth

Power, Watts 170 (Average)

Design Life
Launch Vehicle
Orbit

Orbiter Payload
Gross _eight, kg

Sensor _eight, kg
Investigations
Stabilization

Design Life

Launch Vehicle

8 Months
Saturn V

Circular, 435 km, SO° Incllnati_
29,500 for _esign Mission of
2S.5 ° Inclination, 1SS kmalt.

18,200 For _eference Mission
Of go ° Inclination, 185 k.n AlL
II,3DO For reference Mission

Of 55 ° Inclination, 5DO kJaAlt.
T.B.D.

T.B.D

+ O.03°/Sec All Axes

Orbiter will have 7-30 day or-
bital StZy time capability,

shuttle-delivered free-flying
payloads design life T.B.D.
Recoverable, Reusable Shuttle
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fixed point of the earth. But this would involve having the spacecraft

so far above the ground (about 40,000 km) that resolution would

suffer.

Satellites can be characterized by their mode of data return

(electronic vs. film drop), orbital mode (geosynchronous vs. sun-

synchronous), and whether they are manned or not. These distinctions

are displayed in Figure 2-7, together with examples of each type.

Most of the manned satellites have carried some type of remote sensor,

ranging from a hand-held 35 mm camera on Gemini flights to the Earth

Resources Experiment Package (EREP) on Skylab. All imagery produced by

manned spaceflight has been placed in the archives of the Earth

Resources Data Center at Sioux Falls, South Dakota.

The film return type of satellite can provide ground resolu-

tion on the order of one foot.(9) These systems will not be

considered here because they are currently used exclusively for

classified reconnaissance.

2.1.3.1.1 The Weather Satellites

The largest civilian system of satellites for remote sensing is the

meteorological satellite system operated by the National Oceanographic

and Atmospheric Administration. (NOAA). It is specialized for sensing

atmospheric and sea state. The data gathered by this system is distri-

buted by the National Weather Service. Meteorological satellite sensors

have ground resolutions in the range of I000 or 25000 meters,

compared to the approximately 80 meters ground resolution of LANDSAT-I

and 2.

History of the Weather Satellite System. In 1960, the first TIROS

experimental weather satellite demonstrated that satellite observations
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I Status I

Unmanned

[LANDSAT, Synchronous

Meterological Satellite]

Manned

[Apollo, Gemini, Skylab]

Data Return Mode

Electronic Data Transmission

[tANDSAT, meteorological

satellites]

Film Drop

[military reconnaissance

satellites]

IOrbital Mode

Sun-synchronous

_.ANDSAT ]
Geosynchronous

[Applications Technology

Satellite, Synchronous

Meteorological Satellite]

Figure 2-7. Characteristics of Spacecraft as
Remote Sensing Platforms(2)
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had a unique role to play in meterology. The TIROS picture revealed with

startling clarity the global organization of weather phenomena. This

initial success stimulated the interest of the meteorological community,

and, motivated by this interest, work began on the establishment of an

operational meteorological satellite system.(31)

This work required wide-ranging efforts in a variety of technical

fields. To better serve the data needs of the user, satellites grew

ever more sophisticated. From the earliest spin-stabilized TIROS,

through NIMBUS to the present ITOS, system designs sought to achieve a

better match with user needs. The earliest pictures, limited in resolu-

tion, were replaced by observations from sensors capable of high

resolution, temperature measurement, and day and night operation.

This development reached a milestone with the launch of the TOS

satellite in 1966; this date marks the true beginning of an operational

satellite weather data system.(32) Continuously since that time, this

system has provided global cloud cover, sea ice, infrared reflectivity,

and hydrological measurements to a variety of users worldwide. Users

of the system recognized the unique value of satellite data for their

application. It routinely provided timely data which would have been

costly or even impossible to measure by other means. It also provided

the data rapidly and in a pictorial formal useful for decision-making,

and its overall view of the Earth and of atmospheric features revealed

large-scale phenomena not observable with conventional techniques.

Present-day weather satellites, which image the entire globe daily

sense reflected visible and infrared radiation with vidicons and scanning

radiometers. Newest ITOS satellites also carry a Vertical Temperature

Profile Radiometer, which measures energy in eight narrow bands of the
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electromagnetic spectrum. This data allows computation of temperature

profiles from the earth's surface to I00,000 feet.(32, 33)

2.1.3.1.2 Geostationary Earth Observation Satellites

A particularly important orbital configuration for remote sensing

is the geostationary orbit, in which a satellite remains fixed over a

single spot on the Earth's surface at an orbital distance of about

40,000 km, as opposed to about 900 km for LANDSAT. The muchgreater

orbital height requires advanced telescopic optics to compensate for

the degradation in ground resolution. A series of Synchronous Meteoro-

logical Satellites (SMS), the first of which was launched in late 1974,

is planned for the remainder of this decade.

The (SMS) system supplies pictures and radiometric measurements

more frequently than the previous systems.(34, 35)

2.1.3.1.3 The LANDSATSatellites

The LANDSATseries of satellites is of particular interest because

it is the only current earth-oriented satellite series with a high

resolution, broad spectrum remote sensing capability. Each LANDSAT

(in sun-synchronous orbit) makes 14 orbits in each 24 hours and views

a given spot on the earth once each 18 days. Table 2-6 summarizes the

characteristics of the LANDSATseries. LANDSATcarries two imaging

systems, a Return BeamVidicon (RBV) and a four-channel mutli-spectral

scanner (MSS) sensitive in the visible and near infrared spectrum. Of

these systems, only the MSShas returned a significant amount of data

to date. Future LANDSATsatellites maycarry a thermal infrared channel

on the MSS. Oneadditional satellite in the LANDSATseries is

definitely planned.

LANDSATOrbit Characteristics. Becausethe LANDSATsatellites

has been devoted exculsively to a survey of the earth's resources, it
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Table 2-6. Characteristics of LANDSATSeries of Satellites (36)

Weight:

Launch Date:

Orbital Characteristics:

Frequency of Repetitive Coverage:

ImageCharacteristics:

Payload:

891 kg

LANDSAT-I(ERTS-I) 7/23/72
LANDSAT-2 1/14/75

altitude 910 km
circular
near polar
sun-synchronous
equatorial crossing at 9:30 am

each orbit

once each 18 days

each image = 34,000 km2 (13,000 mi2)
500 images to cover the U.S.
images along 185 km (115 mi) wide strip,
centers of adjacent strips spaced
2800 km apart.

l) Return Beam Vidicons (RBV) - three,
imaging in the green, red, and
near IR portions of the spectrum

2) Multispectral Scanner (MSS) -
images in the green, red, and two
near IR bands of the spectrum

3) Data Collection System (DCS) -
collects data via radio link from
150 remotely - located in-situ
sensors.

4) two wideband videotape recorders
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was considered a matter of primary importance to obtain photographs of

the sameregion taken at regular intervals under similar lighting

conditions. With this in mind, an orbit was chosen which madethe

satellite pass over a region at exactly the sametime of the day,

whenever it did pass over a region. This facilitates comparison of

images of the sameregion taken on different dates, because the sun angle

is similar in each image. This type of an orbit is knownas a sun-

synchronous orbit. The practical sun synchronous orbits have altitudes

between 560 km and 960 km. An altitude of 910 km was chosen for

LANDSAT.The orbit is near polar and circular - the circularity ensur-

ing that the satellite will at all times be at the samealtitude. To

ensure that the sun is at a fixed orientation in all pictures, there

is about a one degree shift in the plane of the orbit every day. The

period of each orbit is I00 min and belts on the earth which are

covered in successive passes are separated by 1500 mi at the equator.

An equatorial crossing time of 9:30 a.m. was chosen to ensure a

favorable sun angle for photography. With these orbit parameters the

satellite covers the sameregion on the earth every 18 days. This,

therefore, is also the time taken for global coverage.(20, 21, 23)

For precise imaging, the spacecraft should be carefully stabilized.

It must be relatively free of vibrations, the orbit of the satellite

must be precise, and the imaging systems should point to earth at the

correct angle. LANDSATis a 3-axis stabilized vehicle.

2.1.3.1.4 The Space Shuttle

One future development in the space platform area which may have

important implications for satellite-based remote sensing is the Space

Shuttle. The development of the Space Shuttle will presumably decrease

launch costs and allow both larger payloads and more frequent launches.
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2.1.3.2 Aircraft

Aircraft systems improve upon. spacecraft performance in certain

areas. First, aircraft remote sensing systems might be more able to

obtain data about specified regions when required. Second, data could

be gathered at the resolution required by the choice of a proper altitude

for the aircraft. However, a disadvantage is the high cost involved.

One estimate is a cost of $45,000 for a sortie of 3,000 mix 30 mi in

an operational aircraft system consisting of Boeing 707's.(II) Another

disadvantage of aircraft as compared to spacecraft is relative distortion.

Aircraft data have distortions due to perspective and flight altitude

problems which must be laboriously removed, while space data can give

a relatively undistorted map of the region.

Aircraft have a lengthy history as platforms for remote sensing.

Aircraft and balloons as remote sensing platforms are reviewed in

detail by Colvocoresses.(37) Virtually any remote sensor can be

flown on an aircraft, but photography has the longest history of

application.

It is convenient to group aircraft operations by flight altitude -

high (generally, I0,000 to 40,000 meters), medium (I,000 to I0,000

meters), and low (up to 1,000 meters). Altitude governs the trade-offs

between ground resolution and aerial coverage for a given focal length

and film format.

The RB-57, operated by NASA, is a typical aircraft for high-

altitude applications. The U-2 is also used for high-altitude flights.

High altitude flights are made at altitudes up to 120,000 feet. At this

altitude a 9 x 9" fomlat camera of focal length 12 inches will cover

an area 27.4 x 27.4 km (17 x 17 miles) on a single image (1:120,000
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scale). Assuming a film/optics resolution of 180 lines/mm, the ground

resolution on such an image wouldbe 2.22 meters (7.21 feet).

Medium-altitude flights utilize such aircraft as the DC-3. One

agency in the study area, the Wisconsin Department of Natural

Resources, owns a remote-sensing equipped DC-3 aircraft.

Light aircraft such as those madeby Beechcraft or Cessnaare

typically used for low-altitude flights. Helicopters may also be used

for special applications where very low ground speed is desirable. A

large proportion of low-altitude imagery is collected by commercial

firms, usually under contract to somepublic agency. This imagery is

then available for sale from the contracting public agency. Somegovern-

ment agencies (such as the Missouri Highway Department) maintain their

own low-altitude aircraft.

In addition to aircraft and spacecraft, remote sensing may be

mounted on balloons or sounding rockets, or may be ground-based (either

fixed or mobile).

2.1.4 Ground Based Remote Sensing of Earth Resources

Associated with the LANDSAT satellites are a number of groundbased

data collection platforms. The LANDSAT satellite carries a Data

Collection System (DCS), a conmunications and data handling system which

collects information from approximately 150 unattended, instrumented

ground platforms. This information is relayed to the NASA ground stations,

where it is processed and then passed on to users. This system collects data

for users in hydrology, coastal zone studies, geology, agriculture, and

forestry. Hydrological parameters measured, for example, are water,

snow, and ice depth; flow rates; and sedimentation and pollution con-

centration. Sea state is measured for coastal zone studies; volcanic
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and seismic activity, for geologic investigations; and soil moisture

for experiments in agriculture and forestry. Manydata collection

platforms may be employed in a single experiment; one experiment on the

water resources of the Delaware River basin uses twenty of the devices.(38)

2.1.5 The Current Earth Resources Information

Delivery System

Because interest in using LANDSAT data for operational applications

has been very high, complex data reception, processing, and dissemination

systems have developed at NASA and in the Department of Interior to

satisfy the demand for data. Experience with these systems will provide

useful information for developers of future data management systems.

The purpose of this section is to review the ground data management

systems currently in operation in the United States.

2.1.5.1 Data Reception Facilities

Wideband LANDSAT satellite video data are received at four ground

stations in the United States; one in Alaska, two in California and

one in Maryland. In addition, some LANDSAT data are received in Canada,

Brazil, and Italy. An operations control center in Greenbelt, Maryland

schedules the overall system, issues spacecraft commands, and monitors

spacecraft performance.

All data processing facilities receive data in the form of magnetic

tapes shipped from the remote receiving sites. The primary data process-

ing facility is the NASA Data Processing Facility (NDPF) which receives

tapes from Goldstone, California and Fairbanks, Alaska. Figure 2-8 is

a representation of the data flow from the satellite to the remote

receiving and processing stations.
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Figure 2-8. Data Flow in the LANDSAT System(39)
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2.1.5.2 The NASA Data Processin 9 Facility (NDPF)

The NDPF was the first LANDSAT data processing facility to be put

into operation. Therefore, it has changed in structure as experience with

increases in data demand have dictated.

Initially the NDPF contained four subsystems, only three of which

are now used. The four subsystems are the Initial Image Generation

Subsystem (IIGS), which converts video taped data into partially

corrected images or intermediate High Density Tapes (HDDT's); the

Digital Subsystem, which produces computer compatible tapes (CCT's); the

Scene Correction Subsystem (SCS) (no longer in operation), which pro-

duced geometrically corrected images using ground control point coordi-

nates; and the Digital Image Processing Subsystem (DPPS), which allows

production of HDDT's for the multispectral scanner independently of

the IIGS.

The IIGS produces images on 70 mm film for each spectral band of

MSS data by conditioning the data and then transferring them to the

70 mm electron beam recorder. The data can also be reformated for

recording on HDDT's. Some corrections are applied to the data during

this operation. They include geometric correction for spacecraft

attitude variations; reduction of geometric errors caused by nonlinear

mirror scan rates in the MSS and by effects of earth rotation; radio-

metric correction for each MSS sensor; and framing of MSS data.

The Digital Subsystem rerecords HDDT's on the much lower density

CCT's. The Scene Correction Subsystem was designed to accept selected

70 mm imagery produced by IIGS. This system, however, is no longer in

operation.

To meet increased CCT demand, the Digital Image Processing Sub-

system was constructed. This system permits generation of MSS, HDDT's
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production.(39)
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Thus the system also frees the IIGS for image

The Canadian and Brazilian Central Data Processing Facilities

The Canadian and Brazilian Central Data Processing Facilities are

quite similar in operation to the NDPFdescribed above. They have,

however, one interesting additional capability; "quick look" data

processing. In the Canadian system, for example, MSSdata can be imaged

using a CRTcamera system recording on 70 nTnfilm. MSSdata, reformatted,

radiometrically corrected, and geometrically corrected for earth

rotation effects and for variation in mirror scan, are displayed on a

CRTand a picture of the display is taken by a 70 mmcamera system.

These systems yield about half the spatial resolution of the more

sophisticated NDPFsystem.(39)

2.1.5.4 The EROS Data Center

User access to LANDSAT data is coordinated by the EROS Data Center,

which is headquartered in Sioux Falls, South Dakota. The Data Center

is a dissemination center for not only satellite data, but also high-

altitude aircraft data and other remote sensor derived information.

The extremely wide variety of products available from the center is

listed in a recent EROS Data Center handout, reproduced here as

Table 2-7.

The data center contains a number of activities. It has an educa-

tional segment whose purpose is to familiarize potential users with

remote sensing data applications. It also has a data production and

dissemination facility which is of most interest here.

CCT's and master reproducible imagery are stored at the data

center. A c_mputer-implemented data management system is employed to

search a data base which contains descriptions of available imagery to



-70-

Table 2-7. EROS DATA CENTER STANDARD PRODUCTS (41)
SATELLITE PRODUCTS Aug, 1, 1975

LANDSATDATA
Black&White ColorComposite

imageSize Scale Format Unit Price Unit Price
2.2 inch. 1:3369000 Film Positive $ 3.00 N.A.
2.2 inch. 1:3369000 Film Negative 4.00 N./L
7.3 inch. 1:1000000 Film Positive 5.00 12.00
7.3 inch. 1:1000000 Film Negative 6.00 N.A.
7.3 inch. ]:I000000 Paper 3.00 7.00

14.6 inch. 1:500000 Paper 8.00 20.00
29.2inch. 1:250000 Paper 15.00 40.00

COLORCOMPOSITEGENERATION*(Whennotalreadyavailable)

ImageSize Scale Format

7.3 inch. 1:1000000 Printing Master**

* Colorcompositesare portrayedin false color(infrared)andnot truecolor.
** Cost ofproductfrom this compositemustbeaddedto total cost.

Unit Price

$50.00

COMPUTERCOMPATIBLETAPES

Tracks b.p.i. Format Set Price

7 800 tapeset $200.00
9 800 tapeset 200.00
9 1600 tapeset 2OO.OO

NASA LANDSAT CATALOGS

Title

U.S. StandardCatalog- Monthly

N_ - U.S. StandardCatalog - Monthly

Cumulative U.S. Standard _atalog -- 1972/1973 also
1973/1974

Volume I ObservationID Listing
Volume2 Coordinate Listing

Cumulative Non • U.S. Standard Catalog -- 1972/1973 also
1973/1974

Volume 1 Observation ID Listing
Volume2 Observation 10 Listing
Volume 3 Coordinate Listing
Volume 4 Coordinate Listing

Cost
PerVolume

$125 each

1.25 each

125 each

1.25 each

MANNED SPACECRAFT PRODUCTS

SKYLABS]90APHOTOGRAPHY

ImageSize Scale Format

2.2 inch. 1:2850000 Film Positive
2.2 inch. 1:2850000 Film Negative
6.4 inch. 1:1000000 Paper

12.8 inch. 1:500000 Paper
25.6 inch. l:250000 Paper

Black& White
UnitPrice

$ 3.00
4.00
3.00
8.00

15.00

Color
Unit Price

$ 6,00
N./k.

7.O0
20.00
40.00

SKYLABSI90B PHOTOGRAPHY

ImageSize Scale Format

4.5 inch. 1:950000 Film Positive
4.5 inch. 1:950000 FilmNegative
4.5inch. 1:950000, Paper
8.6inch. 1:500000 Paper
17.2inch. 1:250000 Paper
34.4 inch. 1:125000 Paper

Black & V;hite
Unit Price

$ 4.00
5.00
3.00
3.00
B.O0
15.OO

Col,'w
UnitPrice

$ 7.00
NA.
7.00
7,00

20,00
40.00

APOLL0/GEMINIPHOTOGRAPHY

ImageSize Format

2.2 inch Film Positive
2.2 inch Film Negative
8.9 inch Paper
17.9inch Paper

)

Black& White
Unit Price

$3.00
4.00
3.00
8.00

Color
Unit Price

$6.00
N.A.
7.00
20.00
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Table 2-7. EROS DATA CENTER STANDARD PRODUCTS (41)
(Continued)

AIRCRAFT PRODUCTS
Aug. 1, 1975

AERIAL MAPPING PHOTOGRAPHY
Black & White

ImageSize Format Unit Price

9 inch. Film Positive $ 5.00
9 inch. Film Negative 6.00
9 inch. Paper 3.00

]8 inch. Paper 8.00
27 inch. Paper 9.00
36 inch. Paper 15.00

Black& WhitePaperPrint
PhotoIndex

FilmSource Format Unit Price

B & W- Size A 10" x 12" $ 5.00
B & W- Size B Other 5.00

NASA RESEARCHAIRCRAFT PHOTOGRAPHY
Black & White Color

ImageSize Format Unit Price Unit Price

2.2 inch. Film Posi'tive $ 3.00 $ 6.00
2.2 inch. Filr_ Negative 4.00 N.A.
4.5 inch. Film Positive 4.00 7.00
4.5 inch. Film Negative 5.00 NA
4.5 inch. Paper 3.00 7.00
9.0 inch. Film Positive 5.00 12.00
9.0 inch. Film Negative 6.00 N.A.
9.0 inch. Paper 3.00 7.00

9 X18 inch. 'FilmPositive 10.00 24.00
9 X18 inch. Film Negative 12.00 NA
9 X18 inch. Paper 6.00 14.00
|8.0 inch. Paper 8.00 20.00
27.0 inch. Paper 9.00 25.00
36.0 inch. Paper 15.OO 40.00

MISCELLANEOUS

MICROFILM Black & White Color
• - Roll Pdce Roll Price

]6ram(100 foot roll) $15.00 $40.00
35mm(100 foot roll) 20.00 45.00

KELSH PLATES

ContactPrints on Glass

Specifythickness(0.25 or 0.06 inch)
andmethodof printing(emulsionto
emulsionor throughfilm base).

Black & White

$12.00

TRANSFORMEDPRINTS
Black &White

Fromconvergentor transverselow oblique
photographs. $8.00

35 mm MOUNTEDSLIDE Black & White

35 mm mounted duplicate slide whereavailable $1.00

Color

$1.00

Complete roll reproduction delivered in roll format carries a 50% reduction in frame price.

Custom processing of non-standardproducts is available at three times the standard productprice. If a non-
standardsize is desired, price is three times the next larger standard product price.

Priority service with guaranteed five working days shipment is offered for standard products only, at three
times the standard product price.
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find any imagery which might fill a user request. After such a search,

a computer printout of all the imagery which fits the user request is

generated. This printout describes the quality of the imagery, the time

at which it was taken, and other relevant parameters. With this printout,

the user chooses which imagery or CCT's he wishes to order.

If the user's order is for imagery, the photographic facilities at

the EROS Data Center are used to produce the imagery requested. These

facilities work from the 70 mm chips supplied by the NDPF. Using these

chips, black-and-white or color composite imagery can be produced.

Therefore, the photographic imagery available from the EROS Data Center

is "third or fourth generation."

A number of improvements in the operation of the EROS Data Center

are planned for the next few years. Staff at the data center hope to

shorten the delay between ordering imagery and receiving it. They plan

to implement an improved product generation system which works directly

from HDDT's rather than from film chips produced by the NDPF. Moreover,

they plan to improve their capability for generating CCT's from HDDT's.

Finally, they plan to improve the quality of the data itself. They will

implement more sophisticated geometric correction techniques, and they

hope to produce higher-quality film products by using image processing

algorithms developed at JPL. These algorithms will reduce detector

striping, haze, and noise in the image. They will also enhance high

frequencies and stretch contrast for specialized products.(41)

Perhaps most importantly, the Data Center plans to develop additional

remote access facilities. Facilities of this type already exist in

Reston, Virginia; Menlo Park, California; and Bay St. Louis, Mississippi.

Through a remote terminal, users can directly access the EROS data
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base managementsystem to permit identification of needed data without

long mail delays. Moreover, they have a complete file of all EROSdata

on microfilm, so that the data can be accessed directly at the remote

site, thus avoiding ordering delays. Finally, each of these remote

locations is near an "applications assistance" facility, which trains

users and assists in processing data.(18)
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2.2 DATAANALYSISANDEXTRACTIONTECHNOLOGYFOREARTHRESOURCESURVEYS

Remotely sensed data is generally available either as digital data on

magnetic tape or as photographs. Somedata are also recorded on tape as ana-

log signals. However, these signals are generally digitized for analysis,

so they will not be considered separately from digital data.

To be useful to analysts, the data must in general be manipulated. The

format in which the data is presented maybe changed, or the data itself may

be modified. Generally two types of data modification are employed. First,

the data maybe modified to compensatefor sensor imperfections. In addition,

the remotely sensed data may be altered so that data of interest are accentu-

ated and the remaining data suppressed. This alteration constitutes a form

of data reduction and is used to limit to manageableproportions the amount

of data presented to the humananalyst. An example of the sheer mass of data

comprising a remotely sensed image is contained in a single, four channel

LANDSATimage. Each image contains thirty million numbers; if the numbers

were to be listed for humanevaluation, seventeen thousand pages of computer

printout would be generated per image.(42)

This section reviews both automatic and manual methods for extracting

information from remotely sensed data. It begins by examining current digi-

tal information extraction technology. It reviews developments in computer

technology which may impact current processing methods. It then describes

manual information extraction methods, with emphasis on photogrammetry.

2.2.1 Digital Information Extraction Technolog_

Remote sensing data is digitized to facilitate its transmission or

analysis. One reason that LANDSAT digitizes its MSS data is to allow its

transmission to the ground with minimum power.(43) Other types of remotely

sensed data can be digitized to facilitate machine analysis. Analog data
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tapes can be sampled periodically, quantized (assigned as belonging to the

closest of a set of discrete levels) and represented as digital numbers.

Similarly, photographic images can be scanned point-by-point and optimal

density at each point quantized and represented as a digital number.

Digital computers, rather than analog or hybrid machines, are now most

commonlyemployed to analyze remote sensing data. Past experiments with ana-

log and hybrid (digitally-controlled analog) computers(44,45) have ceased

operation because improvements in digital technology madethese options more

expensive. Wetherefore, consider only digital processing systems in this

review of auotomatic information extraction.

Wedivide this section on digital processing into three subsections.

The first, Section 2.2.1.1, describes the processing functions which digital

equipment can perform. Described algorithmically and programmed, these

functions define the "software" of a processing system. Section 2.2.1.2

then gives examples of how someof these functions are implemented in two

processing systems now in operation, LARSYSand the GEImage I00. These

systems are chosen only as examples of the ideas discussed in Section

2.2.1.1. Finally, Section 2.2.1.3 discusses developments in computer hard-

ware and software which are likely to affect system design and performance

in the 1978-1985 time frame.

2.2.1.1 Processing Functions for Digital Information Extraction

Three types of digital operations are performed on remotely sensed data:

image correction, image enhancement, and machine categorization. Each is re-

viewed in turn below.

2.2.1.1.1 Image Correction

The object of image correction operations is to remove any distortions

occurring in the remote sensing data collection system; the corrected data
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more accurately characterizes the area imaged.

Geometric corrections remove spatial distortions from the corrected data.

Typical causes of spatial distortion are movementof the earth perpendicular

to the path of the platform, platform instability, and parallax. For example,

LANDSATsatellites image a 185 km. wide swath of ground by scanning groups

of six lines perpendicular to the satellite's orbit. Because the earth has

rotated during the twenty-five seconds between the start of each scan, the

rectangular images received from LANDSATrepresent an area shaped like a

parallelogram with a typical skew of 3°.(43) By displacing each image scan

line horizontally and adjusting the aspect ratio, the distortion can be re-

moved.

Lesser amounts of spatial distortion are caused by the earth's rotation

during each line scan, changes in platform attitude, and lens or sensor aber-

rations. The geometrically correct location of each picture element (pixel)

is determined for the corrected image, and its value is found by resampling

(interpolating the values of pixels adjacent to the specified location in the

input image). Resampling can also compensate for non-systematic (one-time)

distortions, as might be caused during platform attitude correction maneuvers.

Non-systematic distortions, however, are difficult to identify and can only

be corrected by comparing features in the distorted image with the samefea-

tures in a corrected image.

Before remotely sensed images can be related to ground information, they

must be referenced to a set of cartographic coordinates. If images taken at

different times are to be compared, registration (alignment) is especially

important. Registration is particularly difficult to accomplish between

images taken in successive orbits; overlapping images have generally been

scanned from different angles and parallax is present. The amount of
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distortion caused by parallax is scene-dependent and can be corrected only in

small parts of an image at a time by identifying the amount of local displace-

ment required to cause several identifiable features to coincide. This cor-

rection has not been accomplished successfully on a production basis.(42)

Radiometric corrections compensatefor non-linearities in the sensors'

response curves. Each sensor is calibrated against targets of known radi-

ance prior to use, and for spacecraft sensors, relative calibration in

flight is often done. For example, the LANDSATMSSperiodically scans an

illuminated grey scale. These calibration data are used to correct scene

radiance by a linear equation whose slope and offset are derived from cali-

bration data. This linear correction cannot totally compensate for non-

linearities in sensor response.(46)

A further type of distortion is caused by poor sensor high-frequency re-

sponse which degrades the resolution of the received image. Passing image

data through a digital filter approximating the inverse of the sensor's fre-

quency response would ideally normalize the overall frequency response of

the system. In practice, however, a tradeoff in filter response is madebe-

tween the amount that high frequency componentsare accentuated and the

amount that overall noise in the data will be accentuated.(42)

Finally, images are processed to reduce noise. Incoherent (random)

noise is accumulated in each step of data processing. To reduce it requires

that the image data be digitally filtered, but filtering can reduce high-

frequency componentsof image data and would degrade image sharpness. As a

result, data are processed by a filter whose response is a tradeoff between

randomnoise suppression and image sharpness. Coherent noise occurs regularly

in scanned images in the form of "striping." Because LANDSATMSS's scan six

lines simultaneously, if each of the six detectors used does not have an
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identical response function, the average radiance value will differ for each

image line, and horizontal stripes will occur. Striping can be partially

corrected either by sensor recalibration or by digital filtering.

2.2.1.1.2 Image Enhancement

After correction, data characterizing objects of interest may be en-

hanced. Typical enhancementprocedures include contrast enhancement, com-

positing, ratioing, and coordinate transformations.

Contrast enhancementexpands all or part of the radiance range of an

image to fill the full range of possible values. Either a linear or nonlinear

enhancementmay be used. Linear enhancing increases average image contrast.

Nonlinear enhancementsuch as a logarithmic stretch accentuates the contrast of

selected data while muting high contrast portions of the image(g2), useful if

data of interest have low contrast in an image of high average contrast_

Compositing subtracts radiance values of aligned images taken

at different times. The resulting image indicates changes in radiance,

accentuating time-varying phenomena. A typical example of the use of compo-

site images is the proposed Heat Capacity Mapping Mission satellite which

would measure the thermal infrared radiance of geologic formations during the

hottest and coolest portions of the day. A composite of the two images

would measure temperature changes, which are proportional to an object's

specific heat and would therefore provide clues to the composition of

formations.(49)

Ratioing divides the radiance values of pixels in one spectral band by

the radiance values of the corresponding pixels in another spectral band.

The resulting image, after contrast enhancement, exaggerates subtle color

differences in a scene. This is particularly useful in applications requir-

ing distinction between objects which mayappear quite similar. Another
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advantage of ratioing is that it suppresses effects of varying illumination

intensity since the variations are commonto both ratioed bonds. The ra-

tioed spectral signatures of objects are thus less scene-dependent.

Coordinate transformation combines pixel values in the different spec-

tral bands to emphasize objects of interest. Figure 2-9 illustrates this

technique. The spectral values of the two classes of objects shown form

clusters A and B in measurementspace (two dimensional, or two band, measure-

ment space has been assumedfor ease of illustration). Visual observation

shows that the spectral values form two distinct clusters, but because they

overlap along the original axes x and y, they cannot be readily separated

mathematically for machine classification.* If, as shown in Figure 2-9, a

new coordinate system with axes x' and y' is formed by rotating the original

coordinate system minus thirty degrees so that

x' : y sin (-30 °) + x cos (-30 °) (2-I)

y' = y cos (-30 °) - x sin (-30°), (2-2)

the clusters are separable along the x' axis.

We mention two example methods for determining suitable coordinate

transforms presently used. First, from the covariance matrix of a

training set of pixels, a matrix of eigenvectors can be computed; the trans-

pose of the eigenvector matrix defines the optimum coordinate transformation

for the (single) class represented by the training set.(48) Second, a tech-

nique used in interactive analysis systems is to display data in measurement

space and visually determine the amount of rotation required to best distin-

guish data clusters. This technique allows the analyst to separate all

classes of data of interest. However, since this procedure requires human

*It should be noted that although the two-dimensional clusters can be easily
separated by visual analysis, clusters in measurement space having four or
more dimensions could not be visually separated, and would require machine
analysis.
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Figure 2-9. Pattern Clusters in Measurement Space
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intervention, it might not be suitable for an automatic system.

Feature selection algorithms, a fifth enhancementtechnique, examine ob-

ject spectral signatures band by band to find the bands in which the object

classes of interest differ most. Using feature selection, we can eliminate

data so that classification can be performed more quickly and cheaply.(49)

2.2.1.1.3 Machine Classification

Machine classification converts "raw" digital data into information about

the location and type of objects. Displayed in a pictorial format, this in-

formation might form a land cover map, for example. Machine classification

techniques are either supervised or unsupervised. Unsupervised techniques

use no prior information about the spectral signatures of objects of interest

to group image pixels according to relationships in the data. Supervised

techniques, on the other hand, do employ information about the objects

sought.

Clustering, an unsupervised technique, iteratively forms data into "clus-

ters" in measurementspace. The algorithm begins by arbitrarily specifying

a numberof cluster centers. Then each image pixel is assigned as belonging

to the cluster associated with the nearest cluster center. Onceall pixels

are assigned, new cluster centers are computedby averaging the spectral

values of all pixels contained in each cluster and each pixel is reassigned

to the nearest new cluster. Iteration continues until pixel assignments do

not change.

The chief advantage of this algorithm is its ability to classify images

without extensive ground truth. The algorithm's chief disadvantage is that

it requires multiple iterations and is thus slow and comparatively expensive

to run. Another disadvantage is that unrelated, compositionally similar ob-

jects such as roads, asphalt roofs, etc., tend to get clustered together.(49)
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Supervised classification techniques use a priori information on the

spectral signatures of objects of iDterest to classify each pixel by assign-

ing it to the type of object whose spectral signature it most nearly matches.

Supervised classification techniques are either parametric or nonparametric,

according to the type of a priori data supplied to the computer.(50)

Nonparametric techniques use only a set of pixels, termed a training

set, knownto represent each class. Eachset's range defines a region in

measurementspace. The computer classifies pixels according to the region

in which they occur. The chief advantage of nonparametric classification

methods is their ability to develop classification criteria using whatever

a priori information is available. While training the classifier is an ite-

rative and comparatively slow process, once training is completed, image

classification is rapid. The chief disadvantage of nonparametric methods is

that their accuracy is unpredictable; if little training information is

available, the resulting classification acccuracy maybe marginal.

Parametric techniques may be used to characterize statistically the

spectral signatures of objects of interest. These methods compute the pro-

bablility of each pixel's spectral values occurring from a statistical

characterization of each class of objects, which must be knownbefore classi-

fication begins. By comparing these probabilities, the pixel is assigned

to the class it is most likely to have comefrom. This form of parametric

classification (the likelihood ratio test) is relatively fast and accurate.

However, it requires a more or less complete statistical description of ob-

jects' spectral signatures to work well, and these statistics are generally

not well-known.

Sample classification, another parametric method, firsts groups pixels

either by clustering analysis or by visual inspection of the image. The
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probabilities that each group of pixels represents a given class of object

is determined from the statistics of each group, and the pixels are classi-

fied as a group. Advantages of this method stem from the fact that it

classifies data according to the statistics of groups rather than individual

pixels. By using group statistics, this provides more information for classi-

fication and averages out the effects of the occasional "wild datum" Therefore,

significant increases in classification accuracy can be realized.(49) Sam-

ple classification's disadvantage is that it must categorize data into

groups before classification; whether the categorization is done manually or

by clustering algorithm, it will be slow and relatively expensive.

2.2.1.2 Imaqe Processing Systems

Section 2.2.1.1 discussed automatic processing techniques for remotely

sensed data. In practice, however, these procedures are not fully automatic;

most image processing systems in use today are interactive. One can generally

obtain better classification accuracy by observing the processing as it pro-

ceeds from training or clustering to classification.

Interactive image processing systems can be divided into two classes:

systems utilizing a dedicated minicomputer, and systems implemented on a

large scale, a general purpose computer. This section examines an example

of each class of system. We review General Electric's IMAGE I00, a minicom-

puter-based system(48), and LARSYS, a powerful system which runs on a large

computer.(51) These systems are discussed because they are examples of a

type; they are not necessarily chosen because they are best or most widely

used.
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2.2.1.2.1 The General Electric IMAGEI00

The IMAGEI00 is a modular hardware/software system allowing interactive

analysis of multispectral imagery.* It combines a minicomputer with special

purpose digital hardware and input/output devices. The system can process

imagery with up to four spectral bands derived from digital and analog tapes,

color transparencies, or multiple black and white transparencies. The ana-

lyst, interacting with the IMAGEI00 through an Image Analyzer Console and

keyboard, may observe the results of processing on a variety of displays

including a color cathode ray tube (CRT)monitor and hard copy printer/

plotter. The system's color CRTmonitor can display simultaneously a

maximumof eight themes or an image. Hardware allowing the system to be

interfaced with other computer systems is also available.

Ipput_ Multispectral imagery may be input to the IMAGE I00 in a variety

of formats.(48) The two dual density g-track tape drives supplied for input/

output can read CCT's and save the results of image analysis on magnetic tape.

Color or multiple black and white transparencies are read in with an input

scanner.

The scanner is a 525 line monochrome TV camera fitted with vertical

focus drives. Spectral separation of color transparencies is accomplished

by scanning through red, blue, and green filters mounted on a turret. The

turret has a clear opening for use when scanning monochrome transparencies

and when scanning the empty film stage to obtain shading correction data.

The illuminated film stage may be translated in x and y directions and _

*To allow users to purchase a system best suited for their applications,
General Electric offers optional hardware and software modules for use
with the basic IMAGE I00. In this discussion, we consider the processing
capabilities of a fully augmented IMAGE I00; it should be noted however,
that some of the processing operations discussed require the purchase
of optional hardware and software modules at extra cost. Details are
given in (48).
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rotated about the camera axis using a control console joystick. To facili-

tate registration of multiple images of the same scene, hardware is provided

to display either the difference of, or alternating views of two images. The

monochrome TV signal is digitized to 256 grey levels using a pixel averaging

technique.(ll)

Optional digital and analog tape input hardware are also available.

Useful for bulk data processing is a tape drive for digital tapes with densi-

ties up to lO,O00 bits per inch. The analog input option permits processing

data generated by analog multispectral scanners.

Correction and Enhancement. Once data is input to the system, a variety

of correction and enhancement operations are possible. Data can be geometric-

ally corrected if a number of reference points can be identified both in the

remotely sensed data and on a geometrically corrected image. Multiplicative

and additive radiometric distortions may be corrected. To compensate for

nonlinear sensor response, pixel values may be transformed according to qua-

dratic, exponential, or piecewise-linear functions. By determining the correc-

tion required to provide a uniform mean response value for each sensor within a

spectral band, the effects of striping (see Section 2.2.1) can be suppressed.

Linear contrast enhancement capability is provided in system software and

the available nonlinear transformations might be used for nonlinear enhance-

ment. Three forms of image ratioing are possible: standard ratioing, which

divides the pixel radiance values in one spectral band by the corresponding

ones in another; ratioing in which the difference of two bands' radiance

are divided by their sum (to accentuate image areas of uniformly low radiance);

and normalization, which divides pixel radiance values for each band by the

sum of those of all four bands.

Edge enhancement (outlining of homogeneous areas) is possible with option-

ally available software. Enhancement is accomplished by detecting locations
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where pixel values change rapidly, and it may be applied either to classified

or unclassified data. Enhancing edges in unclassified data generates out-

lines which can serve as reference points in registration betweeen images.

By enhancing the edges of thematic data, the data is readied for inclusion

in data bases using polygonal geocoding.

Three types of coordinate transformations (see the discussion in Section

2.2.1) are available on the IMAGE I00. The Hadamard transform, a rapid pro-

cedure, causes all axes to be rotated +45 ° . It can also be viewed as per-

forming the decomposition of a function into a set of rectangular waveforms,

much like the sinusoidal decomposition of the useful Fourier transform.(52)

In addition, the system can derive an estimate of the covariance matrix for

a particular class of object from a training set. As discussed previously,

this matrix can be used to find the set of transformation coordinates which

will best accentuate the class of object represented by the training set.

Finally, one can manually choose a rotation angle. The system aids by dis-

playing projections of clusters on any two selected coordinate axes.

Clustering and non-parametric analysis of image data can be performed

on the It,_GE I00. As discussed in Section 2.2.1. if no a priori data

concerning the remotely sensed area is available, one may nevertheless attempt

to classify an image by grouping pixels into clusters according to their lo-

cation in measurement space. The IMAGE I00 offers two modes of clustering

analysis. In the unsupervised mode, the analyst specifies only the number

of object classes, and the system specifies initial cluster centers and at-

tempts to form stable clusters by iteration. In semi-supervised clustering

analysis, the analyst specifies both the number of clusters and estimated

cluster center locations. The system iteratively refines these estimates,

a more rapid method than unsupervised clustering if some prior knowledge is

available.
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Non-parametric classification can also be performed. By examining the

image displayed, the analyst locates training areas representative of an ob-

ject class. After enclosing a training area within a computer-generated cur-

sor (he may blow up the part of the image near the cursor to insure correct

cursor placement), the analyst instructs the IMAGEI00 to determine and dis-

play enclosed spectral signatures in each spectral band. The analyst may

eliminate wild data from consideration.

The IMAGEI00 uses the pixel radiance ranges to makea first estimate

of the region of measurementspace which represents an object class's spec-

tral signature. This first estimate is the parallelepiped (four-dimensional

rectangular solid) bounded by the training set's lower and upper values in

each of the four spectral bands. For example, assumethat the (two band)

spectral values of training set A pixels form the cluster illustrated in

Figure 2-10. Along the x coordinate axis (band I), the training set pixel

values range between xI andx2; along the y axis (band 2), pixel values range

between Yl and Y2" As a first estimate of the region in measurementspace

occupied by spectral object A, the analyst might choose the rectangle

bounded by xI and x2 along the x axis and Yl and Y2 along the y axis. The

system then classifies any object with spectral values within the rectangle,

now properly termed a "decision region," as object A.

The system uses the signature estimate to classify the entire remotely

sensed image. The initial classification may be adequate if the parallelepiped

is a good estimate. If so, the analyst stores the locations of classified

pixels and repeats the classification procedure for a different object class.

If not, the analyst can refine the decision region for more correct classifi-

cation in two ways. First, he can enclose with the cursor incorrectly classi-

fied areas, use the system to display the misclassified areas' spectral

signatures, and modify the original decision region. As an illustration,
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assume that the decision region shown in Figure 2-10 causes a large group of

pixels to be incorrectly classified as object A. After estimating the spectral

signature of the misclassified pixels, the analyst can modify the decision

region as in Figure 2-11.

i 7_

Figure 2-11. Refined Parallelepiped Signature Estimate

Inspection of Figures 2-10 and 2-11 shows that the refined estimate pro-

vides a much better "fit." Continued iteration can produce further refine-

ment.

The analyst may further refine the spectral signature estimate with

histogram training. This procedure divides the initial parallelepiped deci-

sion region into a number of cells (smaller parallelepipeds) in measurement

space and lists the number of training set pixels occurring in each cell. By

rejecting cells containing fewer than a specified number of pixels, the
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original parallelepiped estimate can be more closely fitted to the true range

of spectral signatures associated with an object on the image. Moreover, be-

cause the system classifies images one theme at a time, themes can overlap. A

histogram analysis permits assigning overlapped cells to the theme contributing

the greatest numberof pixels to the cell. This is equivalent to performing

a maximumlikelihood analysis. Histogram analysis is also used in manual

coordinate transformation and manual clustering analysis.

The IMAGEI00 can presently process data with up to four spectral bands.

Data with more bands must be reduced into four channel data prior to classi-

fication.(48) The IMAGEI00 aids in this step by displaying one-dimensional

histograms of training area spectral signatures simultaneously for up to

sixteen channels. Observing the display, the analyst can choose to discard

or merge bands of data. If twelve channel data were to be classified, sets

of three data channels could be merged, resulting in four channels of compo-

site data. General Electric states that an optional package allowing up to

sixteen channels of data to be classified (without reduction) will soon be-

comeavailable.(48)

Output Formats. Classified images may be output in a variety of for-

mats. Images can be viewed on the system's color CRT monitor. If a record

of the color CRT display is desired, photographic or color video tape re-

cording options are available. Digital images, thematic maps, and other

data may be recorded on magnetic tape. Finally, hard copies of monochrome

images, digital thematic maps, and text may be generated on the system's

printer/plotter.

Suitability for State Agency Use_ tosts. Putting cost issues aside for

the moment, the IMAGE I00 system is a suitable device for use by state agency

personnel who are not computer specialists. Its operation is relatively
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simple and can be understood by people familiar with the basic ideas of image

processing. Moreover, it is likely that the system can produce products use-

ful to a variety of agencies.

The bottleneck in getting the system widely used is, of course, cost.

Purchasing costs approach a half million dollars,(16) as shown in Table 2-8.

Even leasing the system and the services of a skilled operator costs $250./

hour at GE's image processing and analysis center in Beltsville, Maryland.(54)

These costs are not out of line with at least one other example of a

small computer-based, interactive image processing system. Costs for this

system, being developed for the Environmental Protection Agency at the NASA

Earth Resources Laboratory, Bay St. Louis, Mississippi, are presented in

Table 2-9.

Limitations. The I_GE I00 is a versatile, minicomputer-based, image

processing system. The minicomputer, however, limits system capability.

Because the system is configured to analyze 512 x 488 pixel images, classifi-

cation of a full LANDSAT image (3240 x 2340 pixels) often requires that the

image be analyzed in 30 separate pieces. If neither geometric correction

nor scaling of data are required, the system can classify an entire image on

a NASA CCT according to a set of predetermined signature estimates. More-

over, if scaling or geometric correction is required, the thirty segments

must be processed sequentially under human supervision. Another limitation

of the 512 x 488 pixel image size is that an entire (unsegmented) LANDSAT

image can be output from the system only as digital data on magnetic tape

or as a composite of photographs or monochrome hard copy printouts.

The IMAGE I00 can classify an image into any number of themes. However,

it can display no more than eight themes simultaneously. An image to be

classified into sixteen themes thus must be treated as two images having
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Table 2-8. Typical 1975 IMAGEI00 System Costs(53)

Item

Process Control System

Price (Dollars)

I. DEC Minicomputer 37,430
2. Tape Drives 12,350
3. Controller 8,645
4. Line Printer 11,670
5. Display 6,180

Input Scanner
Analyzer Console
Memory Unit
Warranty
Installation and Check Out

Total

69,280
197,320
91,440
17,372
8,686

460,373

Full Maintenance Contract: $28,000/yr.
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eight themes each. This poses problems in system training (it is difficult

to ascertain whether pixels are uniquely categorized) and in identifying the

the best classification for pixels.

Finally, the IMAGE lO0's nonparametric classification method is limited.

The decision regions in measurement space do not cover the entire space in

general. This fact could be disadvantageous if it causes a significant num-

ber of image pixels to be left unclassified.

2.2.1.2.2 LARSYS

LARSYS is a research-oriented multispectral data analysis software de-

veloped by Purdue University's L_aboratory for Applications of R_emote Sensing

(LARS). LARSYS offers a wide variety of versatile analysis procedures.

Moreover, because it runs on an IBM 360/67, the system offers greater flexi-

bility in processing than does the minicomputer-based IMAGE lO0. In particu-

lar, LARSYS avoids the _r_GE lO0's current limits on data dimensionality,

image size, number of themes, and classification mechanisms. A diagram of

LARSYS data flows is shown in Figure 2-12.

Input, Multispectral imagery is input to LARSYS as digital data on mag-

netic tape. LARS also can digitize analog multispectral data such as that

produced by the University of Michigan airborne scanner system.(51)

Display. Imagery is displayed for analysis in several ways. A digital

image display system provides a 768 element by 577 line image on a monochrome

CRT with sixteen level grey scale capability.(56) Using the display console

with its associated light pen and keyboard the analyst can view portions of

the data to be processed and communicate with the computer. The device can

also display analysis results on-line.

Included in the display system is a photocopy unit for producing hard copy

versions of displayed images.(56) Hard copies of data and analysis results
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are also available in the form of computer line printer output, thus permit-

ting display of image areas too large for the CRT console (and permitting

LARSYS to run on computers without CRT display). Computer line printer out-

put is also typically employed for non-interactive "batch" data analysis.

Available Processing Operations. Because LARSYS is a research system, the im-

age analysis and processing operations attempted on it are too many to enumerate.

[See references(5_) through (59)]. We discuss the major types of image pro-

cessing and analysis operations available.

To ready multispectral data for analysis, images representing data

gathered from different parts of the spectrum and on different flight missions

must be registered. This task is complicated because imagery is recorded on

magnetic tape, instead of photographs which may be physically shifted and ro-

tated to attempt registration. An image overlay system has been implemented

on LARSYS to allow semiautomatic registration.(58) Each image to be regis-

tered undergoes edge enhancement and one then indicates corresponding points

on each image. The system performs a curve fitting operation to provide

best registration of the checkpoints. Next, the correlation of the two ima-

ges is calculated and a final, precise overlay function is computed.

Several types of data reduction operations are available. A feature

selection algorithm determines the subset of bands allowing most accurate

average classification.(49) Using feature selection, the analyst can elimi-

nate bands of data, which is especially important when classifying data

having many channels, such as twelve channel airborne multispectral scanner data.

Spectral or spatial redundancy can be eliminated with the principal components

(eigenvector or Karhunen-Loeve) transformation. Imagery data may also be pro-

cessed using the Fourier and Hadamard transfomations.(58) A bit allocation algo-

rithm examines the data range in each imagery band and assigns a number of bits
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to represent each band according to its range. The result is that quantiza-

tion error is equalized in each band, and that the total numberof bits re-

quired to represent each image pixel maybe reduced.(58)

LARSYSuses unsupervised clustering to aid in class definition and

training sample selection.(59) The result of the analysis is a printed,

point-by-point classified mapof the analyzed area. Using this map, one can

locate suitable training areas and determine whether an object's spectral

signature should be represented by a single or multimodal distribution.(49)

LARSYSoffers two forms of parametric classification. Point-by-point

analysis uses the statistics of training pixels' spectral signatures to de-

termine the Gaussian density function nearest to each class's distribution of

spectral radiance values. The density functions are employed to calculate which

object class each pixel most likely represents. Another feature of LARSYS

is that if pixels are not representative of any object class, they will

be assigned to an "undefined" class.(49)

Sample classification, an alternative to point-by-point classification,

may also be used. Sample classification first divides the data into unde-

fined samples assumedto contain only pixels representing a single class.

This initial classification may be accomplished manually or by cluster analy-

sis. The ensemble statistics of each sample are computed. Each sample's

pixels are then classified en masse as the class whose training statistics

best resemble the sample's ensemble statistics. Sample classification ex-

ploits the spatial redundancy in imagery and effects savings in processing.(59)

Costs; Suitability for State Agency Use. The LARSYS software system is

available to U.S. users for $I,000. It will run on any IBM machine with 512K

of core memory; the IBM 360/67 is the machine on which it runs at Purdue.

Peripheral devices required, at a minimum, are a card reader, a card punch,

a line printer, and a tape drive.(60)
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Assuming that such a computer and the staff to run it is available,

LARSYSis a suitable system for use by persons other than computer profes-

sionals. A two-week training course suffices to learn to use the system, al-

though understanding the details of its operation can take six months.(60)

Wehave outlined the capabilities of the minicomputer-based General

Electric IMAGEI00, and Purdue University's LARSYS,a system operating on a

large-scale general purpose computer. The discussion is not meant as a di-

rect comparison of the two systems; rather, it is an illustration of the le-

vels of processing complexity and flexibility that are currently possible

on systems using different types of computers. Each system has applications

for which it is best suited.

2.2.1.3 Emerging Technology

This section examines new developments in computer technology to de-

termine their effect on future systems used to process remotely sensed data.

2.2.1.3.1 Emerging Hardware

Large-scale integration (LSl) technology should significantly impact

the cost and capabilities of a future EODMS. LSI is a process by which thou-

sands of circuit elements are compacted on a small single piece of silicon

called a "chip." By integrating complete circuits into a single unit which

is potentially inexpensive to manufacture, circuit costs for those circuits

amenable to integration can be reduced and reliability increased. Although

LSI could be viewed as an extension of printed circuit techniques, where

individual components and small circuit groupings are interconnected on

printed circuit cards and boards, the chief advantage of LSI lies in the in-

expensive replication of chips after initial circuit design and

manufacturing.(61) Design and setup prior to manufacturing and

process modifications later are difficult and expensive. Thus, for an LSI
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circuit to be cost_competitive, enough demandfor a circuit must exist so

that design and production costs can be shared by a very large numberof

users.

Furthermore, not all circuits are suitable for integration. The number

of connections that can be madeto a single LSI chip is limited. In addition,

there is a limit on the amount of power (heat) that can be dissipated in a

single LSI package. As a result, circuits requiring a large number of exter-

nal connections and circuits having high power dissipation are not suitable

for LSl implementation.

Given the strengths and deficiencies of LSI, how is it likely to affect

the componentsof a future EODMS?An impact in the form of semiconductor

memories has already occurred. The replication inherent in computer memo-

ries coupled with the need for few input/output connections makesmemorycir-

cuits very suitable for LSI implementation. This should allow cost reductions

in future semiconductor memories. A recent memorysurvey (August 1975) pro-

jected a marked decrease in semiconductor memorycosts for the near future

(see Figure 2-13).

Another area which LSl will significantly impact is the availability of

special purpose logic; this is best exemplified in the current availability

of the microprocessor ("computer on a chip"). In general, the effect of in-

expensive special purpose logic and memorywill be to makesomeprocessing

at the user's premises feasible. Perhaps a so-called "intelligent" terminal

there will need to access a large computer only for data retrieval and for

major processing operations. Special purpose logic will also increase the

processing capabilities of future minicomputer systems.

The impact LSI will have on large scale computers is less clear; a large

scale general purpose computer system maynot be suitable for implementation

as a group of LSI modules. A large scale general purpose computer does not
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easily partition into a few hundred replicable logic circuit arrays.(61)

Furthermore, the market for large scale computers is smaller than that expec-

ted for minicomputer systems and intelligent terminals, making it difficult

to realize economies of scale offered by LSI.

A third factor blocking the widespread use of LSI in future large scale

general purpose computers is its speed limitation implied by LSI's inability

to dissipate large amounts of power. Traditionally, lower costs have re-

sulted from increases in a large-scale system's speed and complexity. LSI

certainly allows complex circuitry to be implemented. However, to increase

speed requires more power to be dissipated because the product of a given

circuit's dissipated power and the circuit's speed remains relatively con-

stant. As a result, large scale computer systems should continue to be con-

structed using less densely packaged (and less complex) medium scale integra-

tion (MSl); LSl will be most used in peripherals and stand-alone systems

where speed is less important and parts volume is greater.

One remote sensing application LSI could significantly affect is the use

of special purpose multiprocessors to analyze remotely sensed data. Unlike

most of today's processors in which computer operations are performed serially

(i.e., one-at-a-time), a multiprocessing system consists of an array of pro-

cessors, each operating on a different portion of data. Each processor could

be built using standard LSI circuit modules, and because several streams of

data could be processed simultaneously, LSI's slow speed would be partially

compensated.

Remotely sensed imagery is very suitable for multiprocessing. Each

image is represented by an array of data. A LANDSAT image, for example, con-

sists of four 3240 x 2340 number arrays; each array represents ground radiance

seen in one of the four MSS bands.(4_ To process an image, each pixel in
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the arrays must undergo similar processing. Processing is currently accom-

plished on a pixel-by-pixel basis.. If, however, groups of pixels can be

processed simultaneously, the time to process an image is reduced and system

throughput increased.

Oneexample of a multiprocessor being used to process remotely sensed

data is the Multivariate l_nteractive Digital Analysis System (MIDAS) devel-

oped by ERII_.(63) MIDASuses special digital logic in a parallel pipeline

configuration to analyze multispectral imagery according to a maximumlikeli-

hood criterion. The system is able to determine the probability of a pixel

representing each of sixteen possible classes (plus a null class) simultane-

ously; a serial processor, on the other hand, would have to analyze these

probabilities one at a time. MIDAS's parallel pipeline configuration allows

true maximumlikelihood testing to be performed very rapidly: an entire

_our band MSSLANDSATimage maybe classified into sixteen themes in less

than one minute.

Another technology which is likely to affect the design of future

EODMS'sis the development of various types of bulk (mass) memory. The need

to store large quantities of data for an operational EODMSis evident; a

single LANDSATMSScontains over 2.1 x 108 bits of data. Furthermore, Van

Vleck et. ai.(64) have estimated that a future operational EODMSmight gene-

rate raw imagery at a rate of 2 x I0 II bits per day; if one hundred days raw

imagery were to be stored in the EODMS,massmemorystorage capacity exceed-

ing 1013 bits would be required, enough to fill more than ten thousand of

today's standard LANDSATCCT's!

Two approaches are currently being taken in the development of massmemory

systems. In applications where access times on the order of ten to twenty

seconds are acceptable, a numberof systems which enable the computer to
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access automatically one of a library of magnetic reels or cartridges have

been developed. These systems, which are summarized in Table 2-I0, use high

density magnetic tapes to realize storage capacities of up to 4.72 x IOII

bytes of data.*

Some applications of an EODMS might require mass memories having access

times on the order of microseconds. Memory technologies potentially able to

fill this need are the subject of current research. Two candidate technolo-

gies, magnetic bubble and electron beam addressed memories, show promise in

combining high storage density with short access times.(65, 66)

The video disk is another development that could affect the storage

and distribution of remotely sensed data. Designed initially for the home

consumer market, video disc systems store up to thirty minutes color tele-

vision programming, complete with stereo sound, on a single side of a disc.

The disc is played by a shelf-top player that connects to any standard tele-

vision receiver's antenna terminals. Systems employing a variety of record-

ing/reproduction techniques, including optical, mechanical, and holographic

techniques, are currently being developed.

Although developed primarily for the home entertainment market, the

optical video system being developed by Phillips/MCA could also be used to

record large quantities of digital data for playback. The Phillips/MCA

system stores video programming as a series of microscopic pits formed in

spiral tracks on a single_slded reflective disc. To read the disc, the player

focuses a laser beam upon the disc's surface and senses the amount of light

reflected from the disc's surface onto a photodiode sensor. If an unpitted

area is being vie_ved, the laser's light is reflected onto the sensor. A

*One byte = 32 bits.
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pitted area, on the other hand, reflects most of the laser's light away from

the photodiode, and little light is sensed. Recorded information is described

only by the lengths of the depressions and the spaces between them.(67)

Because data can be recorded in one of two states (pit or no pit),

video disc system is inherently a digital storage medium. Data storage

density is very high; depending upon formatting conventions, a total of be-

tween twelve and seventeen gigabits (109 bits) or up to eighty-one frames of

raw LANDSAT imagery could be stored per disc.(68)

Video disc technology is attractive for other reasons as well. The

video disc players and discs should be comparatively inexpensive. Phillips/

MCA predicts a five-hundred dollar price for their disc player, expected to

be available in late 1976 and projects the price for single preprogrammed

discs at less than ten dollars.(67) Furthermore, the Phillips/MCA system

has random access capability. Each frame (circular track) on the video disc

is individually numbered, and frame numbers may be displayed in the corner

of the viewing screen for reference purposes. By allowing a microprocessor

access to the frame numbers, and by using the microprocessor to control

frame selection, random access of data could be achieved.

Video disc technology will not replace bulk memories having read/write

capabilities. Its best use in our context might be to distribute copies of

large standardized data sets to many users to share the cost of manufacturing

the master disc (from which disc copies are made). Therefore, video disc

technology might allow low cost copies of LANDSAT raw digital data to be dis-

tributed (possibly by mail or by messenger) to an EODMS's many users. This

could reduce the system's communications requirements while allowing users

access to more data.
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2.2.2 Photogrammetric Information Extraction Techniques

Photogrammetry is the art and science of obtaining information about

physical objects and the environment by recording, measuring, and interpret-

ing photographic images. There are two distinct types of photogrammetry:

I) interpretive photogrammetry, which deals with the recognition and identi-

fication of objects, and 2) metric photogrammetry, which involves precise

measurements and computations to determine the sizes and shapes of objects.

Interpretive photogrammetry consists of the systematic study of photographic

images for purposes of identifying objects and judgingtheir significance.

Metric photogrammetry is applied primarily in the preparation of planimetric

and topographic maps from aerial photographs.

We discuss both aspects of photogrammetry briefly in this section. The

first section covers those characteristics of photographic imagery which will

enable the interpreter to extract informatien from an image. In the second

section we discuss the types of measurements and methods which are commonly

used for metric data extraction.(69, 70)

2.2.2.1 Interpretive Photogrammetry

Interpretation may proceed from direct visual inspection of single

images or by stereoviewing of stereographic photographic pairs or triplets.

Standard references in interpreting photography are(69, 70). Three major

types of instruments are used for stereoscopy. They are (I) the lens or

pocket stereoscope, which consists of two convex lenses mounted on a frame,

(2) the mirror stereoscope, which consists of two wing and two eyepiece

mirrors and permits two photos to be completely separated when viewing, thus

eliminating overlap problems, and (3) the zoom stereoscope which allows

stereoscopic viewing with up to 120x magnification and image rotation.(69)

Several major charcteristics may be used as clues in interpretation of

imagery. Photographic tone is a measure of the relative amount of light
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reflected by an object and actually recorded on a photograph. Because of the

ability of the humaneye to detect subtle variations in tone, the eye is a

powerful interpretive tool. In addition, color and especially color contrasts

are very useful in photographic interpretation if their significance is under-

stood; the humaneye can detect one thousand times more color tones than

black-and-white tones. Texture (the frequency of tone change within the

image) in an image is also an important interpretive feature. Texture is

produced by an aggregate of unit features too small to be clearly discerned

individually on the photograph. Pattern is also used in the interpretation

of imagery; pattern interpretation involves the recognition of the orderly

spatial arrangement of man-made,geologic, topographic, or vegetative fea-

tures. Relationships to associated features are also commonlyemployed be-

cause a single feature by itself may not be distinctive enough to permit

ready identification. These relationships maybe either spatial or inferred,

say from the geologic structure. The shape of features is often a signifi-

cant recognition element in the interpretation of aerial photographs. Size

also plays a role in interpretation, although quantitative measures of size

are not as often used as are relative size comparisons.

In addition to these factors, the physical parameters of the photogra-

phic products themselves are important for interpretation; especially

important are vertical exaggeration due to stereoscopic viewing, and photo-

graphic scale. Both vertical exaggeration and photographic scale tend to

improve the detectability of surface features. Vertical exaggeration does so

by heightening what would be minor differences in tone, pattern and texture.

Photographic scale affects the detectability by either increasing or decreas-

ing the area of coverage to bring otherwise unassociated features into juxta-

position or by eliminating unnecessary detail. For example, imagery at very
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small scales enables the interpreter to cover very large areas on a single

or small number of manageablesheets. Small scale imagery may have advan-

tages over larger scale forms in recognizing large features. Small scale

imagery eliminates the necessity to aggregate many large scale photographs

to makemosaics. The mosaics are time consuming to produce, and often

difficult to prepare accurately.

2.2.2.2 Metric Photogrammetry

Metric photogrammetry involves the measurement and quantitative evalua-

tion of features present on aerial photographs. Measurements and analyses

that may be performed include the determinaition of elevations, size measure-

ments, and the construction of topographic elevation contours. In this brief

sun_ary we can discuss some example techniques for metric processing. Standard

references in this field are (69,70).

2.2.2.2.1 Determination of Position

There is a conventional method for determining the coordinate positions

of points on an aerial photo. Each photo used in the analysis has at least

four fiducial marks which are located on the sides or the four corners of the

focal plane of the camera (and hence the film). The known coordinates of the

principal point at the intersection of the lines connecting the fiducial marks

are used as the standard for measurement. The interpreter first connects

the fiducial marks with a straight edge and constructs the principal axes and

principal point of the photo with a razor blade, sharp pin, or very sharp

4H or 5H pencil. Rectangular coordinates of any point may then be obtained

by direct measurement of the perpendicular distances of the point from the

axes. _9 )

2.2.2.2.2 Topographic Map Production

One of the more common uses of photogrammetry in civilian government

activities is the production of topographic maps. A topographic map differs
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from the more usual planimetric map in that it is inscribed with lines indi-

cating levels of elevation. These "contour" lines, connecting all points in

a given area which have equal elevation, form a pattern which accurately re-

flects the contours, outline, and shape of ground features. A wide variety

of stereoplotting devices are used in mapproduction to view stereo airphotos

and derive from them the elevation of ground points by various geometric

techniques. Contouring is done by stereoviewing projected i_ages of aerial

photos. Once the elevation of points has been established a stereo plotter

is used to incise a plate with the proper contour lines. A number of plates

are produced for each marked system of features on the map. The plates are

then combined to construct a complete map.(69)

2.2.2.2.3 Slope MapProduction

Another technique which is becoming useful in photogrammetry is the deri-

vation of slope zones from the contour lines derived from stereoaerial photo-

graphs. The slope zones are constructed by analog techniques of map produc-

tion. The zones are delineated by photo-mechanical projections and are based

on the distances between adjacent contour lines. The closer slope lines are

to one another, the more severe the slope. Someprogress has also been made

in digitizing contoured products and digitally deriving mapswith the desired

slope zones.(71)
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2.3 THETECHNICALCHARACTERISTICSOF DATA,INFORMATIONANDPRODUCTS

In this section we define and explain the way in which we use a

numberof terms in this report, such as scale, resolution, accuracy,

data, and information. Wealso discuss the georeferencing and geocoding

systems which are commonlyused in geographic information systems, and

makesomecommentson the advantages and disadvantages of each.

2.3.1 Definition of Data and Information

The terms data and information are often used interchangeably by

authors in the field of remote sensing applications. Items that are

considered to be data by some users are considered to be information by

others. In our own work we use these terms as distinct but related

entities as defined in the following model.

We consider data to be the input items to a processing or decision-

making analysis in which the individual datum is converted from its

original value to an information item or output. This is an example from

one user's point of view, since another user may consider the output

item to be an input or datum for his own information generating process.

(Figure 2-14 illustrates the model).

2.3.2 Georeferencing and Geocoding Systems

Georeferencing refers to the type of map projection and coordinate

system used to present a given product. Geocoding refers to the shape

of the physical area used as a data unit to present the data.

Five georeferencing systems are in general use, each with advantages

and disadvantages. Universal Transverse Mercator (UTM) coordinates

preserve angular relationships relative to the north-south axis at the

expense of allowing distortion in linear relationships. Their principal

advantage is, the fact that they are used worldwide. Distance calculations



-III-

I
I

of=,,

(I)

°f=" 0 °r="

(.J (.) r_
0 0,.,I o-

r",, ,_
r_

4-a
olm

0_

rj

r---

,T,_
(],J

r.,,
-i-,,,

,t-
o

4-)
ro

r"-'

o
(_j ,r-
(-4J

,T,- .T,-
0 0

4_k'--
c'-

o
o..tJ

r0

• o _._

_t-rm

%'4-

I1J
.L

or--
ii



-112-

are difficult because distortion increases near the poles. It is

necessary to develop six zone widths for the United States, and this

causes calculation problems near zone edges. State plane coordinates may

use an ad hoc combination of Mercator and other projections chosen to

minimize distortion within a state, and are used by 28 states and the

Tennessee Valley Authority,(72) but measurement across state boundaries

is quite complicated. Latitude and longitude coordinates are potentially

the most accurate and most easily transferred, but they must be manipulated

with spherical coordinates, and distance calculation is difficult.(73) The

coordinates used in the old land surveys correspond to some already

existing data, but they follow a pattern which is irregular in about one

percent of its area.(74) Arbitrary x-y coordinates allow software to be

used for widely separated regions but require supporting information

before data can be related to its actual physical location.

No one georeferencing system has a clear advantage over all others.

Each is used by at leat one present system; several systems allow the

use of two or even three. A set of subroutines to convert among coor-

dinate systems is available through the U.S. Geological Survey Topographic

Division's computer program library.(75) The programs are written in

FORTRAN for the IBM 370/155 or IBM 360/65. The conversions available

include x-y to latitude-longitude and UTM, and state plane or UTM to

latitude-longitude.

2.3.2.1 Geocoding Systems

Geocoding systems are distinguished by the shape of the geographic

unit on which data are encoded: point, line, regular grid, irregular

grid, or polygon.(76) Figure 2-15 illustrates these five systems and

lists the storage method and some of the possible outputs from each. The

choice of geocoding system is a subject of heavy debate among information
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system designers, particularly in the choice among the latter three. The

choice of point and line systems is generally dictated by the structure

of the data itself; for example, SAROAD (a record of point sources of air

pollution) is ideally suited to a point system and STORET (a water-

pollution-monitoring system which stores and indexes data by line seg-

ments on a river) a line system. Only area data present a problem in the

choice of geocoding systems. A planar map cannot be a perfect representa-

tion of a sphere, as a computer file cannot be a perfect representation

of a map. Grid, irregular grid, and polygon systems are possible geocoding

systems for area data, and all represent compromises.

The regular grid superimposes a rectangular pattern of lines over

the study area, and data is stored cell by cell. Within a cell, data

may be recorded as a simple identification ("pine forest"), a number

("250,000 people"), or a set of percentages ("70% farmland, 30% forested").

The irregular grid uses a line pattern which is not rectangular, uslng

perhaps a land survey parcel or a census block as a cell, but each point

in the study falls into only one such cell. Polygon systems trace the

boundaries of data classes as they occur in nature and store

them by listing line segments; in this approach, one point may

fall within several polygons of varying shapes, depending on the data

item retrieved. For example, a census block will be bounded by city

streets, while a vegetation unit may be related to the pattern of the

soils rather than to any man-made boundaries.

Some problems are common to all three area storage methods. If

imagery is used as a data source, and if the resolution of the images

is rather close to the cell size or average polygon size of the informa-

tion system, significant errors will occur. Another type of inaccuracy

arises if a cell or a polygon is categorized by a single descriptor within
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a class, as when a data unit is described as having a land use of "single

family, residential." It is not possible to conclude that any random

point within the unit contains a single-family house; there may be a road,

or a vacant lot, or an isolated multi-family apartment house, and at a

finer level of detail these other features would have been classified

differently.

Someproblems are more prominent for one geocoding method than for

the others. The non-uniformity of data within a unit classified as one

type, as mentioned in the previous paragraph, has an additional serious

implication for polygon systems. Whenseveral polygons are overlaid in

the attempt to find their intersection, the possibility of error

multiplies. For example, a land use planner might try to find a land unit

with five attributes: soil type A, present land use B, slope category

C, water availability D, and population density E. If the general

classification accuracy of the system if 95%, that is, if any randomly

chosen point in a polygon or cell is 95%likely to belong to the class

to which the polygon as a whole was assigned, then the likelihood that

all five desired attributes are found in the intersection of the five

units is only (.95) 5, or .7738. Alsberg(77) mentions a polygon system

in Australia in which only an average of 30%of the characteristics that

the system claimed were at a sample point were actually found there.

Another way of expressing this problem is to say that polygon

overlay can produce a spurious fineness of resolution, as Figure 2-16

illustrates. In that figure, the intersection of polygons A and B

produces a region much smaller than either. If A and B are near the

system's resolution limit, the tiny intersection area is not at all

reliable. The IRIS Report(78) points out that such small areas are common

in overlays of land use and resource boundaries, since land use
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Figure 2-16:

Polygon Overlay May Produce a Deceptively Fine Level

Of Detail, As In Cross-Hatched Area
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approximates, but does not perfectly follow, natural boundaries. The

same is true for vegetation and soils.

The accuracy problem for grid geocoding occurs at the edges of

data units. If grid cells are coded as all one type, as in "Cell 156

is soil type A," and if data unit boundaries cut across grid cells at an

angle, some decision must be made as to the allocation of the cells

which belong only partly to the data unit. Some distortion of the bound-

ary location and of the area within the unit is going to occur. If the

grid is much finer than the size of any expected data units, the problem

becomes insignificant, but it may be a very serious one for systems in

which grid cell size and data unit size are close. It is ameliorated

in part by coding a cell as a combination of percents rather than as

having uniform content.

It has been claimed(79, 80) that regular grid systems force special

collection of data, but to evalute this statement one should distinguish

between two data types: imagery/maps and summary files. Images and maps

are converted to computer representation by automatic scanning or by

manual digitizing, and it should be possible to extract information and

code it by either grid cells or polygons. Summary and statistical files

are often aggregated to a defined unit which may not correspond with the

planned grid system; for example, socioeconomic data from the Census

Bureau is provided for blocks and tracts, and these are irregular poly-

gons generally bounded by city streets. If an information system is to

use these summary files, it must have the capacity to deal with polygon

overlays.

A special problem arises in polygon storage: namely, the choice

between "single-line" and "double-line" digitizing.(81) In the first

type, a polygon border segment is encoded by its two end points, and in
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the samerecord are stored the identifiers of the polygons on either

side of the line. Thus each line is encoded only once, although a poly-

gon nameor identifier is encoded several times, once with each of its

border segments. From this comesthe name"single-line" digitizing.

"Double-line" digitizing, however, records each line twice, because an

entire polygon is stored as one record with all its bordering line

segments. The polygon nameis stored only once, but the line segment

occurs twice, once with the polygon on either side of it.

Early experience with information systems gave the advantage to

grid systems. The Canadian Geographic Information System, a polygon

system, spent close to $20 million on data acquisition and $3 million

on software development in the early and mid 1960's,(82) and has proven

to be too expensive for most potential users. NewYork State's LUNR

(Land Use and Natural Resources inventory), a regular grid system

developed in the late 1960's for $750,000, has produced simple products

for over 150 agencies(83) and is generally regarded as a success.

Polygon overlay software is now being developed by a numberof systems

(PIOS, LUMIS, ORRMISamongthem), but it is complicated enough that it

was an expensive venture for pioneers. (See Section 2.5).

In the future, the advantage in time and moneymaylie with polygon

systems. Keith(84) reports a test on two 3800-acre sample areas in

Oregon, comparable in detail, of which one was computer-stored by owner-

ship blocks (an irregular grid system), and the other was digitized

into polygons. His results are summarized in Table 2-11, and certain of

them bear close examination. The polygon system cost $125 per square

mile to prepare, against $175 per square mile for the ownership-block

(parcel) file. The parcel file cost 289 more manhours than the polygon

file, and the percent cost allocated to computer time was 3%and 37%
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Table 2-11: The Results of a Study Comparing
Polygon Storage With Irregular Grid

Storage for TwoSimilar Areas

Factor

Computer time

Digitizer time

Man-hours

Storage

Record length

Accuracy

Costs

Percent of total
cost which paid for
computer time

_:_ n# ,,nAmmcf:nA_nn

Ease of sun_narizing

Map Model
(polygon)

252 minutes more

20 hours more

2063 records

Longer

Comparison depends on
application; generally
compariable.

$I 28/mi 2

30%

Harder

Easier

Parcel File

(irregular grid)

289 more

5098 records

Shorter

$I 75/mi 2

3%

Easier

Harder

Data from Keith, 1968.(85)
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respectively. Since humanlabor has becomemore expensive and computer

time has becomecheaper since this study was done in 1968, the polygon

system would have an even stronger advantage today.

2.3.3 Resolution, Scale and Accuracy

2.3.3.1 Resolution and Its Relationship to Scale

In this report the term resolution is used in two rather distinct

but equally correct ways. One of these definitions is a technical one

that specifies what is essentially image quality. The other useage is

a practical definition related to image useability.

In technical terms, resolution is synonomous with the term ground

resolution which is a measure of resolving power (that is, the smallest

pair of objects which can just be resolved or separated optically)

expressed in terms of real ground distance. (See equation (2-I)).

In general use the term resolution is taken to mean: "observable

or represented detail on a map, aerial photo or other data product."(86)

The resolution is dependent upon the separation of the features, the

contrast between them, the type of product,and type of feature being

observed.

Resolution is also connected with product scale. Scale is the ratio

of the length of a line on a map, air photo or other data product to the

corresponding distance on the earth. In order to prepare products at a

given scale, a certain resolution is required to depict accurately features

at that scale. For example, in the case of 1:24,000 scale topograhic maps

the minimum camera-film resolution required to produce the map is 15 lines

pairs/millimeter.(87) Using equation (2-I) with the typical minimum air-

carft altitude of 2000 meters, this translates to a ground resolution of 2

meters. This figure is, however, only approximate since image quality (and
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hence resolution) may be somewhatdegraded by vibrations in the aircraft

and camera system and by flaws in _the cameraoptics. On the other hand,

image quality and resolution may be better (hence a higher ground)

resolution) since manymodern camera/film systems have a resolving

power of 40 line pairs/millimeter or greater.

The correlation between resolution and scale is not absolute. In

the case mentioned above, considerably more detailed information is

gathered than can be represented on a hard copy map. Even on a parti-

cularmap, the detail represented in different sections varies consider-

ably. For example, in river valleys, five foot contour intervals

are used; in areas of moderate slope, ten foot contour intervals are

provided; and in areas of steep slope, elevation is presented in twenty

foot contours intervals. The controlling factor in this case is not

the scale (1:24,000 throughout for this example)but rather the amount

of data to be discharged. The aircraft altitude ranges from 600g' to

7200' for six to seven five foot contour intervals, 9000' to II,000' for

ten foot contour intervals, and 14,000' to 18,000' for 20 ft. contour intervals.

2.3.3.2 Data Accuracy

2.3.3.2.1 Introduction

Another of the important considerations in the quality of remotely

sensed data, informati6n, and products is accuracy. Accuracy is a measure

of the correctness with which a point or object is identified or located

on a given product. Accuracy in remote sensing is essentially a

statistical measure of this correctness; defined on the basis of the

probability of properly identifying an item. The value of remotely

sensed data is severely limited if items cannot be accurately located

or defined o11 a product.
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2.3.3.2.2 Measures of Data Accuracy

As the cliche says, "Garbage in, garbage out." An information

system can be no better than the data fed to it, so the accuracy of the

input is of crucial importance. It is possible to put a price on

inaccuracy of some socioeconomic data; for example, if New York City's

population is underestimated by only 2%, it loses about $1,500,000 per

year in Federal revenue-sharing and if a city with a population of

exactly lO,O00 is undernumerated by only one person, it loses its

ability to issue bonds. Resource data is more difficult to price, per-

haps because it has fewer standardized and habitual uses. One example

of potential cost can be inferred from the Earth Satellite Corporation's

estimate of a $I00 million benefit over ten years if crop production

estimate errors were reduced from 4.1% to 3%.(88) However, the Census

Bureau remains the only information system whose output is routinely

used for policy decisions involving millions of dollars, and thus it is

the only case in which it is easy to balance accuracy against cost.

For both resource and socioeconomic data, validity through time is

a significant parameter. Certain data types are essentially archival;

that is, once the information is collected accurately, it can be left

unchanged for many years, perhaps decades. Bedrock geology, soil

classification, and fracture location are of this type. Soil maps, for

example, are updated roughly every thirty years.

Other data items change more or less rapidly, making scheduled

updating necessary. Land use, one of the most common information system

inputs, changes on a scale of several years. The LUIS study of land

use change along the Connecticut River in Massachusetts found that in

thirteen years (1952-1965), urban land increased 28%, mining and waste
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disposal land (mostly spoilbank along newly-constructed Interstate 91)

doubled, recreational area increased by 29%, and agricultural land

decreased by 11%, losing to both urban land and forest.(89) Certain

land types are more likely to change than others; for example, urban

area generally remains urban, while the periphery of urban areas tends

to become more highly developed.

Agricultural monitoring requirements are at the short end of the

time scale, generally on the order of days or weeks. Lorsh(90) lists

the information needs of a survey of 40 non-governmental users of

agricultural data:

Daily at harvest: Harvested acreage of specific crops

Weekly-biweekly in summer: Estimated crop yield for specific crops

Every 2-4 weeks in summer: Soil moisture, temperature, plant moisture

and temperature, plant nutrients

Twice yearly: Soil nutrients

Yearly: Plowed acreage, planted acreage.

Park,(91) listing USDA agricultural data needs, finds that fourteen items

out of thirty have to be updated biweekly or monthly; these categories

include surface water extent, pollution and water composition, soil

salinity and moisture, and rates of crop growth.

Two accuracy measures apply only to mapped data and imagery inter-

pretation (as opposed to point source sampling): resolution and pattern

identification accuracy. There can be some confusion between these two

terms and between them and simple recording accuracy. For a satellite

image, they can be distinguished like this. Recording accuracy is

whether the satellite recorded the amount of information that was given

off at the observed point; pattern identification accuracy is whether
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the interpreter analyzed that data correctly; and resolution is an

interplay of the image quality and the interpreter's skill. Simple

recording accuracy, of source, applies to point source as well as to

mapsand imagery. Resolution, thus, provides a theoretical limit to the

amount of information that can be extracted from a product, since there

is a smallest integral element. Identification provides no such limit;

there are always more sophisticated methods possible for identifying the

patterns on a mapor an image.

Resolution may be defined as "the level of detail that a viewer can

ascertain from an image or display."(92) This is a somewhatloose defi-

nition, placing emphasis on the viewer's skill and on the magnification

of the image; nevertheless, the essential point is the ability to

distinguish someobject or unit from its surroundings, even if it cannot

be identified. The more technical term is resolving power, defined as

"the reciprocal of the smallest observable separation of adjacent lines

in a test pattern." Table 2-12 lists the resolution required to pick out

certain features based on judgements by the authors. Table 2-13 lists

the cell size or resolution limit for selected computerized geographic

information systems. Figure 2-17 demonstrates someof the more common

grid cell sizes or average polygon sizes within information systems.

Identification accuracy is quite different for manually-interpreted

and mechanically-interpreted data. Maps, and especially images, which

are to be interpreted by the humaneye are highly dependent on image

quality, and are greatly assisted by being in color; the eye is said to

be able to distinguish about I000 times as many shades of color as gray

levels.

Automated recognition techniques are gaining more and more attention;

thus far, they are accurate in their identification in about 90%of cases.
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Table 2-12: Resolution Required for Certain
Identifi cations

Feature Res ol uti on

Land use
denti fi cation :

Level I* 80m

Level II* 40m

Level III lOm

Level IV ground truth

Soils

General map
(state level)

Detailed
(4-5 acres)

Agriculture

Acreage of
agricultural land

Acreage of cultivated
land vs. forest or

pasture

Acreage of fallow
land vs. grazing
land

Flood damage

Damage: hail, wind,
drought, frost,
disease, heat,
chemicals

80m

lO-20m

40-80m

40-80m

lO-40m

50m or less

<5m

*As detailed by USGS Circular 671.(93)
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Table 2-13: Resolution Available in Certain
Information Systems (See Section 2.5

for references)

LUNR: 1 km2

WRIS: 5 acres or more

NARIS: 40 acres

ORRMIS: 40 acres for most data

MLMIS: 40 acres

UDIS: Building parcel

LUMIS: Census block
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l km 2

---" 1 acre-fT-"

LANDSAT pixel,
Level I land use

40-acre quarter quarter
section

160-acre quarter section

/I
typical urban census tract (Los Angeles)

_-640-acre section, roughly one minute of arc and one mi 2

Census tract size is an average - urban tracts range from 200 to 800
acres.

Figure 2-17: Typical Resolution and Grid Cell Sizes
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There are four main types: clustering algorithms, likelihood ratio, table

lookup, and inference from context. (See Section 2.2). Of the four,

only clustering can be regarded as an unsupervised technique; that is,

a method in which all preliminary analysis is done by a computer with

no regard for human assistance or clues from ground truth.(94)

Clustering takes data points in n-dimensional space, where n is the

number of attributes measured (usually spectral values), and groups

those which are closest to each other to form a predetermined number of

clusters. These clusters are then examined by the experimenter who

decides which "real" units correspond to computer-identified clusters,

combining sets of clusters which identify the same unit. For localized

study areas and a small number of pattern classes, accuracies impressively

close to 100% can be achieved; an example is a LARS study using spectral

measurements from a low-altitude aircraft scanner, in which identification

accuracies of 99.4% for green vegetation, 98.0% for soil, and 96.7%

for water were found.(95) Accuracy is less for a greater number of

pattern classes and for a wider geographic area. In addition, computer

time increases with K!, where K is the number of measurement sets to be

compared, so the algorithm rapidly becomes too tedious and too expensive

for large measurement areas.

The likelihood ratio method uses a sample of ground truth data

points to generate a Gaussian elliptical distribution for the probability

that a given unit is represented by a given measurement set. Each

incoming data point can then be assigned to the region within which its

probability is the highest. Note that the probabilities for any given

point may sum to any non-zero amount. Figure 2-18 explains in more

detail. The most probable pair of reflectances of a roof is found at

point A. Point B is within the "probability envelope" for residential
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yards but the probability of its being an "open field" measurement is

higher. Point C is quite improbable for any of the sample classes

described in the figure, but is assigned to "residential yards"if linear

discriminants are calculated from the ellipses. The ellipses do not

represent the point at which the probability becomeszero; they may be

drawn at any arbitrary but constant numberof standard deviations away

from the optimum. The Gaussian assumption also limits accuracy.

The likelihood ratio algorithm requires strictly controlled ground

truth, taken at the sametime, altitude, and angle as the values to be

identified. Thus this algorithm may be either very expensive to train

or very sloppy in its results, although no figures are available on the

quantitative tradeoff.

Table look-up trades decrease in storage efficiency for an increase

in processing speed. A computer representation of the most likely mea-

surement space area for each identifiable unit is stored, and new

measurementsets are simply checked against stored values. This approach,

then, causes the computer to do short operations rather than long calcula-

tions. It requires an increase of manyorders of magnitude more storage

space than the maximumlikelihood ratio algorithm, but runs about thirty

times faster. Accuracy for one test of likelihood ratio versus table

lookup identification was comparable according to Van Vleck.(96)

Inference from context is a general method of procedure rather than

a definable algorithm; the usual example is taken from agriculture,

although others can be imagined. Cultivated fields can be identified

with someaccuracy by knowing the previous year's crop and the usual

rotation scheme for the area. This may be used alone or as a deciding

factor in ambiguous cases left by more concrete algorithms. It could

easily be adopted to land use, particularly in the often-confused cases
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of urban core and bare soil, where a land unit which was a planted field

the previous year could be identified with someconfidence as more

likely bare soil than urban core.

2.3.3.2.3 National MapAccuracy Standards

Oneof the most widely used accuracy determinants for federal data

products is the United States National MapAccuracy Standards. These

standards were promulgated in order to assure that the topographic and

special mapsproduced by the United States Geological Survey and the

Defense Mapping Agency would realize their maximumutility in all usages.

The accuracy standards are established in such a way that the

positional and altitudinal accuracy of well-defined points on the

finished mapare very high. These high accuracy requirements refer to

the printed mapsbut also reflect accuracy requirements of the original

aerial photography. In this section we discuss only the National Map

Accuracy Standards; we have however, reviewed specifications for the

original serial photography and have taken them into account in our

analyses of system requirements.

The standards have two major components, one component defines

horizontal accuracy and the other defines vertical accuracy requirements.

The following statement of the standards is quoted from recent corres-

pondencewith the United States Geological Survey - Topographic Division

Office at Rolla, Missouri.(97)

"Horizontal accuracy_ For maps on publication scales larger than

1:20,000, not more than I0 percent of the points tested shall be in

error by more than 1/30 inch, measured on the publication scale; for

maps on publication scales of 1:20,000 or smaller, 1/50 inch. (This

would be equivalent to 40 feet on the ground on our standard 7 I/2

minute l:24,000-scale topographic map).
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These limits of accuracy shall apply in all cases to positions of

well-defined points only. Well-defined points are those that are

easily visible or recoverable on the ground, such as the following:

monumentsor markers, such as bench marks, property boundary monuments,

intersections of roads, railroads, etc; corners of large buildings or

structures (or center points of small buildings. In general what is

well-defined will also be determined by what is plottable on the scale

of the mapwithin I/I00 inch. Thus, while the intersection of two

roads or property lines meeting at right angles would comewithin a

sensible interpretation, identification of the intersection of such

lines meeting at an acute angle would obviously not be practicable

within I/I00 inch.

Vertical Accuracy, as applied to contour maps on all publication

scales,shall be such that not more than I0 percent of the elevations

tested shall be in error more than one-half the contour interval. In

checking elevations taken from the map, the apparent vertical error may

be decreased by assuming a horizontal displacement within the per-

missible horizontal error for a map of that scale."
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2.4 TYPICALTRADITIONALFEDERALINFORMATIONSYSTEMS

2.4.1 Introduction

There are many information gathering and sharing systems within the

federal government. In this section, two of the more comprehensive systems

are described. These were chosen for inclusion because they are large,

successful systems which serve communities of users which an EODMS system

would serve, and deliver many of the products an EODMS system would have

to deliver. Most other traditional information systems of the federal

government would be less sophisticated than those described in this

section. The major differences would be in the magnitude and extent of

their activities.

In particular an EODMS system would have to serve the agricultural

community, the natural resource managers, and the planners. Thus, in this

Chapter we provide an overview of the information system evolved by the

United States Department of Agriculture (USDA), followed by a more detailed

discussion of the major components of this system, within the Statistical

Reporting Service (SRS). Then the National Mapping Program of the United

States Geological Survey (USGS) is described. This is the major informa-

tion system of the USGS.

2.4.2 United States Department of Agriculture

The mission of the U.S. Department of Agriculture (USDA) is to

"acquire and diffuse information on agricultural subjects in the most

general and comprehensive sense."(98) The Department, therefore, collects

and disseminates data and information pertinent to agricultural economics,

marketing, international agriculture, soils, forestry, nutrition, and

other areas. This is shared among agencies within the USDA, with regional,

state, and county government agencies, and with other interested parties.
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Figure 2-19 illustrates the formal flow of information amongselected

USDAagencies. USDAagencies also have many informal ties with each

other, with outside agencies, and with the general public. The Extension

Service in particular has contact with a wide variety of users outside

the agricultural community.

Figure 2-20 shows examples of USDAprogram cooperation with state,

regional, and local government agencies. Program cooperation implies

cooperation in data collection as well as data exchange. Information

gathered through these programs is also available to other agencies and

the general public.

As an example of a traditional information gathering and disseminating

system within the USDA,we discuss the Statistical Reporting Service (SRS)

and its system in somedetail here.

2.4.2.1 USDA Statistical Reporting Service

The Statistical Reporting Service (SRS) is the primary USDA organiza-

tion for fact-gathering and statistical analysis. It has carried out

this function for over I00 years. The Service gathers facts on production,

supplies, and prices of agricultural commodities, and distributes this

information in a timely manner through hundreds of federal and thousands

of state reports issued each year as well as through the mass media.

There are reports on 175 crops including estimates of acreage farmers

intend to plant, as well as acres planted and harvested. There are

reports on livestock inventories at strategic times during the year.

Dairy reports give inventories of milk cows, and milk production. There

are also reports on prices received by farmers for products sold, and

prices paid by farmers for commodities and services purchased. Indexes

on farm employment wage rates, and prices received and paid are published

too. State agencies often prepare their own reports in addition to these.
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The SRShas 45 offices with a central office in Washington, D. C.

The four major organizational componentsare an administrator's office,

a survey division, a research division, and anestimates division. The

estimates division has statistical offices in 43 states; these serve all

50 states. They carry out their surveys through cooperative efforts with

respective state agricultural departments. As in the case of Missouri,

the statistical office may be jointly funded by USDAand the state

department of agriculture. The Administrator's Office and the three

divisions serve as a review element for establishing procedures and

determining the relevancy of specific surveys. The statistical field

offices also maintain someauthority to establish the usefulness of their

surveys.

Each year farmers'intentions for spring planting are surveyed via

mailed questionnaires (approximately 50%are returned). Estimates

from these are compared to thepreviousyear's plantings. Telephone

surveys are also madeas a follow-up. Personal interviews are madewith

farmers using part-time enumerators. In addition, objective yield

surveys are madeof corn, cotton, and soybeans in August and September

and of wheat in April and Mayof each year. For these surveys sample

plots are selected and crop specimens taken using probability samping

techniques. This information is used in estimation models which convert

information into yield forecasts. In Missouri, for example, four hundred

fifty samples of land, each containing four or five farms are used in

estimating acres per crop planted and expected yield. Surveysare

updated periodically to improve accuracy.

Providing information to the agricultural community is the primary

service of the SRS. This is accomplished in a variety of ways. All

questionnaires respondents may request results from each survey.
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Also, as described above,reports are issued to federal, state and local

agencies and other parties having agricultural interests. Press releases

are maderegularly to magazines, newspapers, radio and television broad-

casters for prompt release to local communities. In addition, information

is sent directly to all USDAExtension Agents. (Some500 to 700 requests

for information are madeyearly in Missouri alone).

2.4.3 Department of the Interior/United States Geological Survey -
National Mapping Program

Perhaps the best known traditional federal information program is

the National Mapping Program of the United States Geological Survey

(USGS), Topographic Division. This program provides very substantial

amounts of information to the public and other federal agencies on a

regular basis, mostly in the form of maps and related products. Much of

the data used in generating these products have been remotely sensed.

The National Mapping Program is more significant than ever since the

Topographic Division of the USGS has been made the lead agency in all

non-defense oriented mapping activities in the U.S.

A major function of the National Mapping Program is to prepare and

maintain topographic maps of the U.S. and its outlying areas. There are

several map series, at various scales and they represent a very fundamental

part of the basic data needed to inventory, manage and develop the

natural resources of the U.S.

In this section we summarize some of the Program's most important

map products. A short listing of all standard maps and byproducts is

included as is a listing for some of the special thematic maps produced by

the USGS. These listings and the accompanying discussion will indicate

the general tenor and extent of activities of the National Mapping Program.
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2.4.3.1 Significant Products

The most widely known and used of the products of the National

Mapping Program are the standard USGS 7½ - minute, 1:24,000 scale topogra-

phic maps. On these maps a five color format is used to present a wide

variety of information. Blue is used to indicate water features, black

indicates man-made features and names, green is used to distinguish wooded

area from non-wooded cleared ground; brown is used in contour lines

indicating the elevation of the terrain, red shows major road networks,

urban areas, and Government Land Office boundaries.

An increasingly popular map product is the 7½ - minute, 1:24,000

scale orthophotoquad. These maps are published in addition to the

conventional topographic maps or line maps. They are composed of prints

of the actual aerial imagery used in the making of line maps. They are

not overprinted with any lines or colors, but usually provide more data

than can be portrayed on a line map. Their two significant advantages over

the conventional maps are that they can be produced at about I/I0 the cost

and in I/I0 - I/5 of the time.

The largest scale at which the U.S. is fully mapped is the 1:250,000

topographic map. There are 468 of these maps covering the coterminous U.S.,

five maps of Hawaii, and 153 maps of Alaska, for a total of 626 maps.

The maps have a quadrangular format which covers an area of 1° in

latitude by 2 ° in longitude. These maps are equivalent to 128 7½ - minute

quadrangles. This map product is also available on digital tapes through

the National Cartographic Information Center. The digitization of these

maps was performed by the defense mapping agency.

Many types of imagery products are available through the USGS. The

most heavily used of these being multispectral scanner images from
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LANDSATand aerial photos produced for the USGSfrom the negatives flown

for their mapping projects.

A listing of available standard mapproducts appears as Table 2-14

A list of special mapproducts appears as Table 2-15. More details

on all the products listed in the two charts may be found in Appendix 3.

2.4.3.2 National Cartographic Information Center

The National Cartographic Information Center, (NCIC) a division of

the United States Geological Survey, (USGS), is located near the USGS

headquarters in Reston, Virginia. NClC was established in order to pro-

vide users with one-stop access to information about maps, charts,

geodetic control, aerial and space imagery, and other cartographic data

generated by federal agencies. The Center eventually hopes to include

state, local and private sources. It provides two levels of services.

Complete service includes research,identification of specific map

products, and direct sale or ordering instructions for specific map

products. A second level of service is to refer potential users to

other organizations that can identify and supply needed products or

imagery.

A detailed listing of services provided by NClC is given below in

Table 2-16. All listings are followed by an acronym for the producing

agency. Although a list of acronyms is provided at the beginning of this

report, the acronyms which are used in Table 2-16 are defined at the

end of the table for the reader's convenience.



-141-

Table 2-14

Standard Mapsand By-Products Available
Through the U.S. Geological Survey.(99)

Standard Maps

I. Standard USGS 7½-minute, l:24,000-scale series
2. Standard USGS 7½-minute, l:24,000-scale, interim revision series
3. Standard USGS 7½-minute, l:24,000-scale orthophotoquad series
4. Standard USGS 7½-minute, l:24,000-scale, orthophotomap series
5. Standard USGS 15-minute, l:62,500-scale series
6. USGS l:lO0,O00-scale series
7. USGS l:250,O00-scale series
8. USGS State map series, l:500,O00-scale
9. International Map of the World series, l:l,O00,O00-scale

I0. National Atlas of the United States

II. Large-scale urban mapping (national large-scale urban mapping
program being defined)

12. Slope maps
13. Land use maps
14. County map series (1:50,000 and/or I:I00,000 scale)
15. Earth Resources Technology Satellite Browse Files

By-Products

I. Aerial photographs - contact
2. Aerial photographs - enlarged
3. Aerial photographs - rectified
4. Photo indexes

5. Diapositives
6. Photographs of aerotriangulation data
7. Photographs of supplemental vertical control data
8. Geodetic control lists

9. Geodetic control diagrams
I0. Advance map prints
II. Reproducible feature-separates
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Table 2-15

Special Map Products (lOO)

I. Pollution Potential of Land-Based Waste Disposal Sites

2. Sinkhole Location

3. Percolation Rates in Earth Materials

4. Land (Surface) Ownership/Coal Ownership

5. Coal Resources

6. Distribution and Estimated Thickness of Alluvial Deposits

7. Potential for Ore Deposits

8. Distribution of Recoverable Groundwater

9. Depth to Water.

I0. Groundwater Recharge

II. Potential Gravel and Crush Rock Aggregate Source

12. Points of Geological Interest
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Table 2-16

Services Provided by the National
Cartographic Information Center.(lOl) *

Aerial and Space Imagery

Complete Service

Space Imagery including Gemini, Apollo, Skylab and LANDSAT
(ERTS) - NASA.

Aerial Photography - ASCS, GS, NASA and some DOD.

Referral Service

Aerial photography - BIA, BLM, BPA, BR, CE, DOD, EPA, FS, NOS,
SCS, TVA, some states and some private companies.

Land Related Maps and Charts

Complete Service

Aeronautical charts - NOS
Antarctic maps - GS
County maps - GS
Extraterrestrial maps - DMA, GS, NASA
Foreign area maps - DMA, NOS
Geologic maps - GS
Geophysical maps - GS
Great Circle charts - DMA, NOS
Highway maps - FHWA, some states
Land use maps - GS
Maps of lands administered by Federal agencies - BIA, BLM, FS,

FWL, NPS
Mineral and energy resource maps - GS
Orthophotoquads - GS
Planimetric maps - FS, GS, NOS, some states
Plastic relief maps, DMA, TVA
Recreation maps - FS, FWL, NPS, TVA
Satellite photomaps and mosaics - GS, NASA, SCS, TVA
Slope maps - GS
State base maps - GS
Topographic maps - CE, DMA, FS, GS, NOS, TVA, states
U.S. maps - DMA, GS, NOS
Urban area maps - GS
World maps - DMA, NOS

Referral Service

County maps - BC, states, commercial
Foreign maps - Canada, Great Britian
Geologic maps - states
Geophysical maps - commercial
Highway maps - states, commercial

*See list of abbreviations at end of table.
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Table 2-16

Services Provided by the National
Cartographic Information Center

Continued
(I01)*

Land use maps- BR, NASA,SCS, TVA, states
Mapsof lands administered by Federal agencies - BLM, BPA, BR,

CE, DMA,ERDA,SC
Mineral resource maps- states
Plastic relief maps - commercial
Railroad maps - commercial
Recreation maps - BLM, BOR,BR, state, commercial
Soil maps - SCS
Topographic maps - BLM, BR, HUD, states
U.S. Maps - commercial
Weather maps - NOAA
World maps - commercial

Marine and Water Related Maps and Charts

Complete Service

Bathymetric charts - DMA, GS, NOS, TVA, state, commercial
Flood prone areas - GS
Hydrologic Investigation atlases - GS
Navigation charts - CE, MRC, TVA
Nautical charts - DMA, NOS
River surveys - CE, GS
Reservoirs and dam sites - BR, GS, TVA

Referral Service

Beach erosion studies - CE
Boat charts - NOS

Drainage basin maps - GS
Flood prone areas - CE, CRBC, SCS
Shoreline surveys - NOS

Geodetic and Boundary Surveys and Data

Complete Service

Boundary surveys - NOS
Census boundaries - BC
Geodetic control - CE, DMA, GS, NOS, TVA
National and state boundaries

Referral Service

National boundaries - IBC, NOAA
Township plats - BLM, NA

*See list of abbreviations at end of table.
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Table 2-16

Services Provided by the National
Cartographic Information Center .(I01)

Continued

Related Cartographic data

Complete Service

Digital land use data - GS
Digital terrain data - DMA, GS
Digital county boundaries, census tracts, river basins, and

public lands - GS
Geographic names - GS, commercial

Referral Service

Digital Township and Range - BLM
Digital stream networks - EPA

Organizational Abbreviations Used in Table 2-I_ .

ASCS
BC
BIA
BLM
BOR
BPA
BR
CE
DMA
DOD
DRBC
EPA
ERDA
FHWA
FS
FWL
GS
HUD
IBC
LC
MRC
NA
NASA
NOAA
NOS
NPS
SCS
TVA

AGRICULTURAL STABILIZATION AND _u_wT1_"_.... _ TON SERVICE
BUREAU OF THE CENSUS
BUREAU OF INDIAN AFFAIRS
BUREAU OF LAND MANAGEMENT
BUREAU OF OUTDOOR RECREATION
CONNEVILLE POWER ADMINISTRATION
BUREAU OF RECLAMATION
CORPS OF ENGINEERS
DEFENSE MAPPING AGENCY
DEPARTMENT OF DEFENSE
DELAWARE RIVER BASIN COMMISSION
ENVIRONMENTAL PROTECTION AGENCY
ENERGY RESEARCH AND DEVELOPMENT ADMINISTRATION
FEDERAL HIGHWAY ADMINISTRATION
FOREST SERVICE
FISH AND WILDLIFE SERVICE
GEOLOGICAL SURVEY
DEPARTMENT OF HOUSING AND URBAN DEVELOPMENT
INTERNATIONAL BOUNDARY COMMISSION
LIBRARY OF CONGRESS
MISSISSIPPI RIVER COMMISSION
NATIONAL ARCHIVES
NATIONAL AERONAUTICS AND SPACE ADMINISTRATION
NATIONAL OCEANIC AND ATMOSPHERIC ADMINISTRATION
NATIONAL OCEAN SURVEY
NATIONAL PARK SERVICE
SOIL CONSERVATION SERVICE
TENNESSEE VALLEY AUTHORITY
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2.5 DEVELOPMENTSIN COMPUTERIZEDGEOGRAPHICINFORMATIONSYSTEMS*

The previous section, 2.4, described two of the federal governments' tra-

ditional information programs. In this section, we discuss developments in

computerized geographic information systems** at the federal, regional, state,

and local levels at considerable length. The goal of this section is to give

the reader a sense of the depth and breadth of current information system pro-

grams, in order to get a perspective on the context in which an Earth Observa-

tion Data ManagementSystemwould emerge.

Particular attention is paid in this section to analysis of eleven highly

developed systems which represent a cross section of systems types. This sec-

tion is based on the open literature; and on personal correspondence, inter-

views, and telephone discussions. Material is easily accessible for somesys-

tems and not for others, so the descriptions vary quite a bit in their detail.

In Section 2.5. a table of state information system developments in all the

states is included. Systems for eight states are discussed in detail including

those in Illinois and Minnesota. Finally, two emerging information systems

in the Bureau of Land Managementand the Department of Agriculture are discussed

in Section 2.5.

Section 2.9 of this report examines factors in the success or failure of

the systems described in this section, Section 2.5. Taken together Sections

2.5 and 2.9 will be of interest to the EODMSplanner and designer for two im-

portant reasons. First, remote sensing has and will continue to be an

important data source for these geographic information systems, so they would

*Section 2.5 draws heavily on a report by Power(102).

*A computerized gee_raphic information system is a computer system for storing
and processing mappable data so that both the data and its geographic loca-

tion can be retrieved.
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be a significant part of the EODMS user community with which EODMS products

should be compatible. Second, because they have confronted the problem of

storage, analysis, and distribution of geographic data, these systems are

"breadboard models" for the construction of larger systems. It is expected

that acquaintance with the success and failure of existing systems will be use-

ful in guiding EODMS system synthesis, design, and analysis.

2.5.1 PREVIOUS STUDIES ON COMPUTERIZED GEOGRAPHIC INFORMATION SYSTEMS

This study owes considerable debt to five earlier pieces of work. By far

the most significant is a project directed at the Argonne National Laboratory

by H. Lawrence Dyer, which will culminate in a multi-volume report entitled

Information Systems for Resource Management and Related Applications.(103)

The report is intended as a guidebook for states which are contemplating cre-

ating a computerized information system, and is due to be released in late

1975, pending the sponsor's approval. Five technical appendices are included:

information analysis for selected land use characteristics, a technical state-

of-the-art review of data collection-preparation-storage-and retrieval tech-

nology, a review of present state involvement in information systems as shown

by several case studies, a catalog of existing data resources, and a set of

special expert papers on such diverse issues as institutional barriers and

systems chronology. Some figures in this study are derived from figures in

a draft of the Argonne study, which one of us (MAP) had the privilege of read-

ing shortly before it was ready for distribution. Certain opinions expressed

herein had their beginning during the reading of early outlines of the

Argonne plan. The technical state-of-the-art review is highly recommended to

the interested reader, and the rather long description of computer operation

is an excellent introduction for the lay person.

The Argonne study was restricted to land use planning. On the state level,

it is perhaps the land-use planning offices which have the most interest in
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computerized systems, but other levels of government use such systems for a

variety of purposes unrelated to land use planning. The Argonne project was

supported by the Office of Land Use and Water Planning, Department of the

Interior, from funds earmarked for investigation of critical-areas management

and inventory-data handling(104), and so the study is often directed towards

critical-areas planning rather than to more general application.

The IRIS Feasibility Report(lO_was prepared at the University of Illinois

in 1971 as part of the preliminary work on the lllinois Resource Information

System. It identifies five types of information-using agencies in lllinois,

as well as four very different types of information: statutory data (data

which an agency is required by law to collect and disseminate, such as health

statistics provided by the Department of Public Health), supplementary data*

(data about the external area of an agency's concern, but not required by law,

such as the highway inventory maintained by the Division of Highways), staff

data (internal data such as payrolls), and performance data (evaluation of

the agency's performance).(105) Of these four types, only the first two would

be the concern of a computerized infor_,_tion system. Performance data might

be interesting to other agencies, but would probably be less useful if it were

to be widely available.

The IRIS study evaluates information needs for the state of lllinois, and

considers what might be learned from over a dozen information systems and ano-

ther forty to fifty related projects, computer mapping programs, and task

groups then in existence. Although the report was an excellent state-of-the-

art su_ry in 1971, many of the projects described in it were in their infancy

at that ti_e, and have since begun to operate.

*This source calls it "line data," but the term is also used for information
stored as line segments so we have changed the wording here.
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A third useful volume is Tomand Miller's A Review of Computer-Based

Resource Information Systems(106), a land use planning information report pre-

pared for the U.S. Department of the Interior. Tom and Miller concentrate on

preparing capsule summaries of information systems, strongly biased toward the

systems used by the U.S. Forest Service, probably since one of the authors is

a faculty member in forestry. Five classes are recognized: resource informa-

tion collection and analysis systems, resource storage-retrieval-display

systems, resource response simulation systems, multiple-use and environmental

planning systems, and resource facility design and operation planning systems

(106). These distinctions emphasize the point that there is a significant dif-

ference between inventories (LUNR, Land Use and Natural Resource inventory,

Section 2.5.3), transferrable tools with no fixed data base (SYMAP, Synagraphic

Mapping, a set of computer mapping subroutines available from Harvard) and

sophisticated modeling systems (RAM, Resource Allocation Model). In addition,

since the report was released in December of 1974, it has much current data.

The four, work is Geographical Data Handling: Symposium Edition,(107)

edited by R. F. Tomlinson, a massive two-volume set comprising the proceed-

ings of the International Geographical Union Commission on Geographical Data

Handling conference in 1972. This work is principally concerned with issues

in the design, organization, and assembly of geographic information systems.

Matters such as resolution, accuracy, hardware design, and available software

are considered in detail. A few systems then in operation are described, but

the descriptions are restricted to structural detail. The emphasis is on

the promise of the computerized information system concept, with no attention

to success or failure up to that point. The IGU Symposium has the most com-

prehensive existing catalog of programs available for computer mapping and

graphic display.
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The fifth study is Avoiding System Failure: Approaches to Integrity and

Utility by Charles Guinn, the director of New York's LUNR, and Michael Kennedy,

of the Urban Studies Center at the University of Louisville in Kentucky.(108)

They explore some of the pitfalls in the construction of a computerized geo-

graphic information system, with particular attention to an issue which has

been ignored up to the present; legal adequacy. They point out that if in-

formation systems develop to the point where they are routinely used as an

input to controversial decisions, legal problems are almost inevitable. To

prepare for legal challenges Guinn and Kennedy urge system managers to keep

their original data and to record who handles it, and how, because computer

products alone may not be admissible in court.(See sections 2.6 and Chapter 7).

The report includes five case studies of system failure, but does not

identify the systems by name. This is a frustration to the reader, who might

like to compare Guinn and Kennedy's assessment with other descriptions in the

literature.

2..5.2 Classification and DesCription of Computerized Geographic Information

Systems

2.5.2.1 Structural and Functional Descriptions

It is useful to consider system descriptions as one of two types:

structure-related and function-related. The first type, by far the more com-

mon in the literature, gives all the specifications needed by a prospective

buyer: computer type, core usage, operating system, peripheral devices, gra-

phic outputs. This is the system structure.: It gives no clues to the

functioning of the system - whether its output is accurate, timely, cost-

effective, or relevant to anything.

A function-related description provides information about the workings

of the system; included might be operating costs, source of funding, legislative
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or agency con_nitment to continuation, number of regular users, frequency of

access, user experiences and complaints, and technical strong and weak points.

Only two systems have been described in this way in the literature we have

reviewed: LUNR, in its Survey of Users,(109) and NARIS, in IRIS/NARIS: A

Geographic Information System for Planners,(llO) which develotes several pages

to a critique of good and bad points. Such description is crucial to any study

of system successes and failures.

2.5.2.2 Classification of Systems

Before discussing individual systems, it is helpful to divide the systems

considered into several classes. Tom and Miller(106) used a fivefold division

based on the complexity of the data analysis while the discussion of systems

in Geographical Data Handling (107) relates them to families identified by their

best-known member. In both cases, systems are grouped simply on the basis of

structural characteristics, and the political background and operating environ-

ment are not considered.

A simple and practical system of classification is to group information

systems by their jurisdictional scope - that is, by the political unit to

which they are attached. Six natural units emerge: nationawide, regional

(greater than one state), state, county, municipal, and "special interest".

In general, systems within one type have more in common with each other than

with systems of other types, although some exceptions do exist. For example,

municipal information systems depend more heavily on socioeconomic data than

on resource data, although they may contain both; the reverse is true for

state systems. This sixfold division is descriptive rather than prescriptive;

there is no reason why systems ha__d_dto develop this way, nor why they should

continue to do so.

Three of the four current nationwide systems discussed below are dedi-

cated to a single type of data, and they tend to have a formal structure for
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data collection, sometimes supported by legislation. Data updating appears

to follow a regular schedule for those systems which are no longer experimen-

tal. Data is collected at point sources, although it may be aggregated before

release, as is the practice of the Census Bureau.

Regional (multi-state) systems tend to be of recent origin. Support often

comes from a Federal agency, and the actual system construction may be the re-

sponsibility of a research foundation. Regional systems are usually quite

sophisticated, either in internal structure or in data gathering methods; re-

mote sensing has played a particularly important role in the development of

this class. Thus far, regional systems have been experimental and illustra-

tive in nature; perhaps their biggest contribution has been to demonstrate

that natural resources are best managed on a scale larger than has been cus-

tomary.

State systems are potentially the most complex, because they try to inte-

grate natural resources data and socioeconomic data to provide decision models.

They are generally answerable to a state land use planning agency, although

the source of funding (both development and maintenance) is highly variable.

State systems are usually prepared with the help of a university. Since re-

solution levels for state systems tend to be in tens of square kilometers or

tens of acres, they are well adapted to the use of remote sensing for data

acquisition; indeed, nodiscussion of state information systems would be

complete without a discussion of their excellence as a market for remote sens-

ing.

County systems include any system which includes a fraction of a state

down to the level of several cities or towns. These systems are similar to

state systems in that they are oriented to the maangement and planning of re-

source allocation, but their responsibility to an agency may be less rigid.
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This size project is particularly attractive to universities, and the loose

relationship with the user agency may make it possible for the university in-

volved to take most of the responsibility for system design and maintenance.

Municipal systems are predominantly socioeconomic in nature, and most of

them use natural resource data as secondary information. Their data organiza-

tion can be complicated, since the basic unit is usually the census block or

tract, but the data can be taken directly from existing city records. Most

urban systems have their roots in transportation systems developed in the late

1950's and early 1960's, but have received a large financial boost in recent

years from the Department of Housing and Urban Development, particularly

through its USAC-Cities grants. In 1968, the Secretary of HUD announced the

establishment of the Urban Information Systems Inter-Agency Committee (USAC),

a group answerable to HUD but consisting of members of several federal depart-

ties to establish integrated municipal information systems. Since that time,

it has provided further financial support to the cities involved, and has of-

fered grants to cities capable of generalizing the USAC-produced systems.

Although these systems have not lived up to the somewhat extreme promises ini-

tially made for them, the grants have clearly been seminal in the development

of city-level information systems.

Special interest systems are those designed by a government agency for

its special jurisdictional areas. In this section all of the systems in this

class belong to the U.S. Forest Service. These systems are exclusively re-

source-oriented, and tend to consist of a set of programs which can be applied

to any forested area. Those examined here are all programmed and funded by

the Forest Service, with little or no outside help. These systems have become

rather influential in the past few years; one has been adopted by the
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Massachusetts Landscape Planning Model (METLAND),(III) and another is being

considered as the basis for a USDA-wideinformation system.(ll2)

2.5.3 A Catalogue of Computerized Geographic Information Systems *

This section presents functionally-related descriptions of thirty

formation systems; twenty-nine in the U.S. and one in Canada. Eleven of these

systems were examined in detail, and functional descriptions of them are sum-

marized in Table 2-17. References for the entries in Table 2-17 are those

which appear in the text along with the discussion of each system. Our sources

included literature, project reports, telephone interviews, correspondence,

and, in three cases (LUMIS, MLMIS, and NARIS), site visits.

The reader is referred to Section 2.5.3.3 for a discussion of state sys-

tems in the five state region, including those in lllinois and Minnesota.

2.5.3.1 Nationwide Systems

Four systems are uuz,_lu=r_u ,,u(=: _sxvJ _=,u,,,=_, ,c LIII I

ing System), STORET (Storage and Retrieval of Water Quality Data), the Census,

and CGIS (Canadian Geographic Information System). The first two are simply

storage and reporting sytems for branches of the Environmental Protection

Agency; Census is a Bureau within the U.S. Department of Commerce; CGIS is

more like a state system than a national system in character, but it includes

most of Canada.

2.5.3.1.I AEROS (Aerometric and Emissions Reporting System)

AEROS is maintained by the National Air Data Branch of the U.S. Environ-

mental Pro_ection Agency at Durham, N.C.(ll3, ll4, ll_ It began to operate

*It is likely that this section contains errors of fact and matters of judge-
ment, and it is known to be incomplete. Readers are urged to correspond with
the authors concerning corrections and additions which may be entered in the
Final _ieeds Analysis Report in August, 1976.
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Table 2-17: Eleven Information Systems

System Name Operated by Designed by Scope

SAROAD - Storage,
and Retrieval of
Aerometric Data

STORET - Storage
and Retrieval of
Water Quality

LUNR - Land Use
and Natural Re-

source Inventory

MLMIS - Minnesota
Land Management
Information System

NARIS - Natural
Resource Informa-
tion System

ORRMIS - Oak Ridge
Regional I¢odelling

UDIS - Urban
Develop_ont Infor-
mation System

LUMIS - Land Use
Management Infor-
mation System

IMIS - Integrated
Municipal Infor-

mation System

WRIS - Wildland
Resource Infor-

mation System

CO)4LUP - Ce_;puter

Mapping for Land
Use Planning

U.S. EPA, National
Air Data Branch,
Durham, N.C.

National Air Data
Branch

U.S. EPA Head- U.S. Public Health
quarters Service

Presently (tempo-
rarily) by New York
Economic Develop-
ment Board

State Planning
Agency
Environmental
Planning Division
but owned by
university

U. of Illinois,
for Northeast
Illinois Planning
Commission

Oak Ridge National
Laboratory, Regio-
nal Environmental
Systems Analysis
Program

Fairfax County,
Virginia Office
of Research and
Statistics

Los Angeles
Department of
City Planning

Charlotte, North
Carolina, MIS
Department

U.S. Forest
Service

U.S. Forest
Service: two
forests and
two offices

Cornell University

Center for Urban
and Regional
Affairs, U. of
Minnesota

Center for Advanced
Computation, U. of
lllinois at Cham-

paign - Urbana

Oak Ridge National
Laboratory, Regio-
nal Environmental
Systems Analysis
Program with Com-
puter Sciences
Division

Land use planning
people, Fairfax

County

L. A. Department
of City Planning
with California
Institute of
Technology Jet
Propulsion Lab

consortium:

U. of NC, City
of Charlotte,

Systems Develop-
ment Corp

Pacific Southwest

Forest and Range
Experiment Station
research unit,
U.S. Forest
Service

U.S. Forest Service,
Region 4 study team
for White Cloud -
Boulder - Pioneer

Ntns Comprehensive
Land Use Planning

national

national

state

state

eight counties

regional

county

section of a city

City

national forest

national forest
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System Name

Table 2-17:

Geocoding

Eleven Information Systems
(Continued)

Georeferenci ng Resolution or cell
size

SAROAD - Storage,
and Retrieval of
Aerometric Data

STORET - Storage
and Retrieval of

Water Quality

LUNR - Land Use
_Natural Re-

source Inventory

point source; area
data reported by

county; one
routine makes and

uses grid

line/network

regular grid

UTM, latitude -

longitude

river mile index,

latitude/longitude

UTM

4000 point sources
across U.S.; time
resolution may be
as fine as hourly

network system -
not applicable

MLMIS - Minnesota

Land Management
Information System

NARIS - Natural
Resource Informa-
tion SysLem

irregular grid

irregular grid

public
rectangular
land

survey

public

rectangular
i_#¢U

survey

40-acre

quarter-
quarter-
section

40-acre
quarter-

section

ORRMIS - Oak Ridge
Regional Modeling
Information System

regular grid latitude-
longitude
(can transform
other kinds)

mostly 40-acre
cells; some
160 acre and
2.5 acre

UDIS - Urban

Development Infor-
mation System

polygon

(some parcel,
some network)

building parcel

LUMIS - Land Use

Management Infor-
mation System

polygon state plane
coordinates

census block

IMIS - Integrated
Municipal Infor-
mation System

polygon by streets,
addresses, block
numbers, inter-

sections; plans
to add coordinate

system (type unspec.)

bldg. parcels

WRIS - Wildland
Resource Infor-
mation System

polygon state plane and
latitude-longitude;
TH and UTM available

5 acres or more

per polygon

COMLUP - Computer

Mapping for Land
Use Planning

polygon rectangular x-y
oriented to local

coordinate system

arbitrary - source

maps are of many
scales

* A line indicates that information was unavailable at the time of writing.
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Eleven Information Systems
(Continued)

System Name Computer type;
owned?

External Memory
data use

storage

Can system deal with

other geocoding
systems?

SAROAD - Storage,
and Retrieval of
Aerometric Data

STORET - Storage
and Retrieval of

Water Quality

UNIVAC lllO, with a
UNIVAC 9200 II mini-

computer for RL Polk
Co. Vehicle tapes

IBM 370/155, owned

tapes,
UNIVAC

8460 disks

tape, disk

200K

STORET:

285K

subsystems

range from
80K-380K '

LUNR - Land Use
and Natural Re-

source Inventory

IBM 370/155 at NY 2 IBM
State Office of 2316

General Services, disks

Albany; others at
universities

minor civil

divisions (cities
and towns) and some

point sources

MLMIS - Minnesota

Land Management
Information System

NARIS - Natural
Resource Informa-
tion System

ORRMIS - Oak Ridge
_al Modeling
Information System

UDIS - Urban

Development Infor-

mation System

CDC 6600, at U. tape
of Minnesota

Burroughs 6700, ARPA disk

disk

apparently not

no

yes - sub program
MAPGEN handles

digitized polygons

has data by named

parcels and by sewer
network and can

merge them

LUMIS - Land Use

Management Infor-
mation System

IBM 370/165 owned

by city; designed
on JPL's Univac ll08

tape - uses census data

which is referenced
to census tracts

(may be designated at

a single point)

IMIS - Integrated
Municipal Infor-
mation System

B 6700 installed

late 74 and fully

operational Oct '75

disk tape 1500K in
4 - 400K

modules

coordinate capacity

being implemented

WRIS - Wildland

Resource Infor-

mation System

COMLUP - Computer
Mapping for Land
Use Planning

UNIVAC If08

CDC 3100 4 tape, CDC 3100
3 disk has 32K

apparently not
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Eleven Information Systems
(Continued)

System Name Programming
languages

software purchased -
what, from whom?

Has system made new
analyses/products
possible?

SAROAD - Storage,
and Retrieval of
Aerometric Data

STORET - Storage
and Retrieval of

Water Quality

LDNR - Land Use
_Natural Re-
source Inventory

MLMIS - Minnesota

Land Management
Information System

NARIS - Natural
Resource Informa-

tion System

ORRMIS - Oak Ridge
Regional Modeling
Information System

UDIS - Urban
Development Infor-
mation System

• LUMIS - Land Use
Management Infor-
mation System

IMIS - Integrated
Municipal Infor-
mation System

WRIS - Wildland
Resource Infor-
mation System

COMLUP - Computer
Mapping for Land
Use Planning

PL/I, Mark IV (says
Environ), COBOL,
Fortran (says AEROS
publicity), assemb-
ler

COBOL, FORTRAN, PL/I

FORTRAN IV

FORTRAN

b.

ALGOL

primarily FORTRAN;
assembler, PL/I
(FORTRAN for trans-
ferrability, assem-
bler for op, system)

APL, FORTRAN, and
PL/I - purchased
programs are main-
tained in their
original language

COBOL (Geog. Data
Index Module in

FORTRAN)

UNIVAC II00 Series
Executive System
FORTRAN

FORTRAN IV

written internally

written internally

PLANNLAPI, from
Hudson River Valley
Commission, rewrit-
ten by Cornell team

all written for
system

SYMAP line-printer
mapping program
from Harvard; PIOS
(Polygon Intersec-
tion Overlay Sys-
tem) from San Diego
Comprehensive Plan-
ning Org., and
revised

SDC and city person-
nel wrote most;
purchased SYMAP (not
currently operation-
al on B6700)

sort/merge supplied
by Computer Develop-
ment Corp.

regular reporting
capacity, with hourly/
monthly running aver-
ages of pollutants

used for definition of
problem areas, priority
assignment, identifying
specific sources, de-
fining need for waste
treatment facilities

adds land cover data
and analyses thereof

complete land-use map
of the state

may do many - valued
weighting functions
for land use for $i0
each (costs $250K man-
ually, so not done)

inventories, short-
term growth forecasts,
weighting functions

most present reports
could have been done
before
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System Name

Table 2-17: Eleven .Information Systems
(Continued)

How many regular How often Access
users? Is system method

queried? (batch
etc. )

Has system cut
costs?

SAROAD - Storage,
ar_ Retrieval of

Aerometric Data

STORET - Storage
and Retrieval of

Water Quality

LUNR - Land Use

and Natural Re-

source Inventory

Management

Information System

NARIS - Natural

Resource Informa-

tion System

ORPJ_IS - Oak Ridge
_al Modeling

Information System

UDIS - Urban

Development Infor-

mation System

LUMIS - Land Use

_a-n-a-gementInfor-

mation System

IMIS - Integrated
F_-n-i'cipalInfor-

mation System

WRIS - Wildland

)_-s-6urceInfor-

mation System

COMLUP - Computer

_(a'pp_g for Land

Use Planning

apparently accessed Aeros: 250 mostly
internally for re- standard batch;

ports to distribute requests regional

to EPA regional annua]ly offices
offices have on-

llne ter-

minals

150 terminals in ]000 times/ medium/low

EPA agencies and day; Water speed ter-

research grantees Quality minals,
Sub-System interac-

250 times/ rive; also

day regular re-
port genera-

tion, proba-

bly-batch

161 public and 40 times/

private agencies month
1973-4

batch

] or 2 at Northeast interactive

Illinois Planning terminals

Commission with spe-

cially-de-

signed user

language;

kludged to
run batch

in-house only __ interactive

county offices produces
standard

reports

both batch
and inter-

active

eight city depart- n remove
merits data ter-

minals in

user
offices

two forests,
two offices

high speed
batch

terminal

National emission

estimates and "con-

trol efficiencies"

by industry can be
done faster

yes - HUD land use

studies are cheaper

altogether, and are
totally free to muni-

cipalities because

state gov't pays for
LUNR

apparently not

saved a $240,000

census by using UDIS
for reapportionment

apparently not
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Eleven Information Systems
(Cont i nued )

System Name Source of develop-
ment money

Source of mainten-

ance money
Legislative/executive

commitment to
continuation?

SAROAD - Storage,
and Retrieval of
Aerometric Data

EPA EPA budget 1970 Clean Air Act re-
quires this sort of
information

STORET - Storage
and Retrieval of

Water Quality

U.S. Public
Health Service

EPA budget

LUNR - Land Use
and Natural Re-

source Inventory

$150,000 from
- HUD Statewide 701

- Appalachian Re-
gional Commission

- State Legislature

State Legislature
($60,000 grant for
software revision

from Appalachian
Regional Commission)

yes

MLMIS - Minnesota

Land Management
Information System

Minn. State Planning
Agency, Highway
Dept., Land Exchange
Review Board, Dept.
of Administration,
State Legis. Re-
sources Commission;
Upper Great Lakes

U. of Minnesota

yes - "Funding for
MLMIS is on a firm

basis"(I05_

NARIS - Natural
Resource Modeling
Information System

ORRMIS - Oak Ridge
Regional Modeling
Information System

UDIS - Urban
_Development Infor-
mation System

$124K from Ford
Foundation, approx.
$75K from other
sources including
U. of lllinois

HUD - $125,000
county - $140,000

county exclusively

apparently not

LUMIS - Land Use
Management Infor-
mation System

NASA grant none beyond origi-
nal grant

no - merged with MILUS
(Multiple Input Land
Use System) - also un-
der construction at JPL

IMIS - Integrated

Municipal Infor-
mation System

$3 million grant
from USAC - cities

City of Charlotte
exclusively

USAC contract requires
city to continue main-
tenance

WRIS - Wildland
Resource Infor-

mation System

COMLUP - Computer

Mapping for Land
Use Planning

apparently internal

apparently internal

apparently internal

apparently internal
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System Name

Table 2-17: Eleven InformationSystems

(Continued)

Development budget Maintenance budget
breakdown breakdown

Development dates

SAROAD - StoFage,
and Retrieval of

Aerometric Data

STORET - Storage
and Retrieval of

Water Quality

LUNR - Land Use:

and Natural Re-

source Inventory

MLMIS - Minnesota

La--a-nd--Management

Information System

NARIS - Natural

Resource )lodeling

Information System

ORRMIS - Oak Ridge
Regional Nodeling

Information System

UDIS - Urban

_lopment Infor-

mation System

LUMIS - Land Use

Management Infor-
mation System

IMIS - Integrated

l_]-n-{cipalInfor-

mation System

k_IS - Wildland
Resource Infor-

mation System

C_'%UP - Computer

Mapping for Land

Use Planning

$I00,000 software

development; $650,-

000 data acquisi-
tion

mainly salaries:

5 or 6 programmers

for two years -

total budget $200,-
000

$2 million on soft-

ware, > $3 million

total

annual computer

costs $5B9,000

annual computer

costs $I,189,000

$60,000 annually:

$45K for 3 people
$15K other, in-

cluding comp time

$900,000 est in

future to develop

analytical tools,

augment data base

1970 - operational

May 1973 - revised

1963 - first modules

operational
1965 - second module

operational
1972 - whole system and

8,subsystems op.

1966 - mandate

1967-1970 - data

collection

1972 - operational

1970 - idea conceived

partly operational,
fall 1974

Dec. 1970 - conceived,

began 5 mos. later
1971-2 - initial test
1972-3 - field test

March 1973 - operational

conceived 1973

initiated 1974 - first

newsletter May; pilot
demonstration November;

1975 - merged with
MILUS

March 1970 - USAC con-

tract negotiated;
1973 - contract due to

end - renegotiated

till June 1975

1975 - current

publicity

January 1971 - deter-
mined need for a

system
1971-1973 - program-

ming and testing

Sept. 1973 - latest
documentation date
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System Name

Table 2-17: Eleven Information Systems
(Cent i nued)

University Prt_ate sector
fnvoivement involvement

Key people in genesis
of system and their
roles

SAROAD - Storage,
and Retrieval of

kerometric Data

STORET - Storage
and Retrieval of

Water Quality

LUNR- Land Use
and Natural Re-

source Inventory

MLMIS - Minnesota

Land Management

Information System

NARIS - Natural

Resource hlodeling

Information System

ORRMIS - Oak Ridge

Regi-o-_alModeling

Information System

UDIS - Urban

_lopment Infor-

mation System

LUMIS - Land Use

Management Infor-

mation System

IMIS - Integrated

_];_'n-TcipalInfor-

mation System

WRIS - Wildland

_-es-6urceInfor-

B_ation System

COYILUP - Computer

_p-p_ for Land

Use Planning

none

none

programming support none
from Cornel| U.

Center for Urban and

Regional Affairs, U.

of Minnesota, design

and operation ..

I

designed by Center

for Advanced Compu-

tation, U. oF

Illinois

none

apparently none

photointerpreters
from Cornel] U.; JPL
is technically uni-

verslty run

U. North Carolina,

monitoring and

evaluation, Dept.

of City and Re-

gional Planning

apparently none

apparently none

apparently none

Ford Foundation -

only money, very
little supervision

none

apparently none

interactive system

developed with one
"local vendor"

leasing and termin-
al and another pro-

viding APL software

support

System Development

Corp., Santa Honica,

Ca., system design

apparently none

apparently none

Clarence Tutwiler has

been with STORET al-

_st from its incep-
tion.

Charles Guinn, State

Planner (Chief, Data

Systems Division)

Les Maki from Univer-

sity to State Planning
Office

Ken Fisk conceived idea

(NE Illinois Natural
Resource Service Center

Exec. Director) Bill

McTeer, system designer

and lead programmer

D. L. Wilson, T. C.

Tucker, (input and

output software, res-
pectively), R. C.

Durfee, PI

John L. Hysom, Director

Albert Landini, LA City
Planning; Charles Paul,
at JPL from Cornell

directorship changed
hands several times

during project

Robert Russell, pro-

grammer; David A. Sharp-
nack, research forester;

Elliot Amidon, research
unit head

Nell Allen, programmer

and systems analyst
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System Name

Table 2-17: Eleve_ InformationSystems
(Continued)

• Reason for creating System outputs

syst_
Programs still being

modified? How, why?

SAROAD - Storage,
and Retrieval of

Aerometric Data

STORE-T - Storage
and Retrieval of

Water Quality

LUNR - Land Use

and Natural Re-

source Inventory

MLMIS - Minnesota

Land Management

Information System

NARIS - Natural

Resource Modeling

informaticn System

ORRMIS - Oak Ridge

Regional Nodeling

Information System

UDIS - Urban

e_-ev-61opmentInfor-

mation System

LUMIS - Land Use

_nage_ent Infor-

mation System

IMIS - Integrated

_unicipal Infor-

mation System

WRIS - Wildland

Resource Infor-

mation System

COM! ":P - Cc_puter

_?_:_g for Land
Use Plan:_ing

Clean Air Act, 1970

to determine cause

and effect relation-

ships in water pol-

lution; present
mandate 1965 Water

Quality Act

mandate from Govern-

or Rockefeller, 1966

I

brainchild of Ken

Fisk

experimental

in response to con-

troversy over man-
agement of the Santa
Monica Mountains -

was originally pro-

posed as simple
transfer of LU_R

software

began 1962 to handle

Water Dept. Billing;

grew to an IBM 360/

30 by 1967; got USAC

grant 1969

to process spatial

timber data, 200-

400maps per year

manual map overlay

preparation too
tedious

reports: frequency
distribution of

pollutants by size -

annual; inventory of

data by site - quar-

terly; other similar

reports; daily and
"hourly pollutant avgs

reports, interactive

question - answering

attempting to make more

accessible to public,

but that's mainly or-

ganizational

last update - 2 sub-

systems, May 1973

DATALIST I: lists of as of 1973, DATALIST I

land use data; PLAN and PLANMAP II were

MAP II: up to a lO- being c_bined into a

ray-level % land use yet-untested PLANVAP
or other character- Ill

tstic) map

maps of land use at

1:500,000 and

1:250,000

interactive ques-
tion-answering,

simple area measure-
ments, cluster anal-

yses, numbered

census maps, shaded

maps

inventories, reports:

Housing Inventory Re-

ports (6 types), Con-

struction Inventory

Reports (9 types),

Pop. Reports (4
types), Land Use Rpts

(3 types)

SYMAPs of socio-ec

data by census block;
Environmental Impact

Reports

very little; they were

modified substantially
in the months follow-

ing completion

systems still experi-
mental - modules are

written in response
to demand -

plan to develop models

and analytical tools

hope to optimize.
PLIP (% Land Use in

Polygon) and LTOT
(Light Table Overlay

Technique), make

PIC (Polygon Inter-

section Generator) oper.

batch processing of

accounts, batch re-

ports, land use not
on-line

composite polygon

maps, documentation,

programs on magnetic

tape, township maps

USAC is offering grants
to cities that will

generalize USAC-Cities

programs. Charlotte
included

planned to adopt for
IBM 360; conversion to

newer U_IVAC operating

system underway; con-
version to PL-I con-

sidered

composite polygon

maps, as grid matrix

or llne plot; report

if net acreage for

generated map

being redone as GELO

(Geographic Locator)

part of USFS Project
INFORM, to run on

UNIVAC 1108
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System

Table 2-17: Eleven Information

(Continued)

Systems

Data Sources How ts data Schedule for data
prepared? updating

SAROAD - Storage,
and Retrieval of

A_rometric Data

STORE'I"- Storage
and Retrieval of

Water Quality

LUNR - Land Use

m--n'd-NaturalRe-

source Inventory

I_LMI$ - Minnesota

_Management

Infomation System

_^_!S - N_tura!

R_urce Informa-

tion System

ORRMIS - Oak Ridge
I_e-gio_alModeling

Information System

UDIS - Urban

e_-eVeloF,nent Infor-

mation SystBn

LUMIS - Land Use

IQ_-n-agementInfor-

mation System

IMI..__SS-Integrated
Municipal Infor-

n{ati_ System

WRIS - Wildland
)_-eTource Infor-

"matlon System

CO.UP - Computer

I_a-ppTnngfor Land

Use Planning

quarterly from an+-

blent air monitoring
equipment, total of

4000 yr_nitoring
Sites, nearly al_l

not NADB groups;
census tapes,
Polk vehicle data

50,000 water quality
monitoring stations
(6K EPA-run), digi-

tized USGS maps,
reports from state

EPA offices, cities
data

aerial photography,

flown specially

1967-1970; existing
maps, field checks

land use from 1969

aerial photography;
USGS topo and geo-

logi_ maps; Minn.

&eol( Survey maps;
forests from State

DNR; social data

physical character-
istics (vegetation,

geology) from maps;

land use, zoning
from maps; census

tapes, tax maps
and books

construction

records bldg per-

mits, rezoning
cases, sewer and

water billing file,
assessor's real

estate file, sani-

tary sewer network
records

Census Metropolitan

Map Series; eleva-

tion, slope, geolo-
gy, landslide,

fault, soil maps,
[RTS photos for

updating, mainly

aerial photography

land use from coun-

ty tax office, geo-

9raphie/socioec
fro_ census; other
data files main-

tained by users

forest stand maps
derived from aerial

photography

maps of unspecified
type

may be originally on
paper forms, mag

tape, or punched
cards; validated by
eye and by computer,
rejected if erro-
neous or untypical

water quality sam-

ples verified and

key punched; maps

manually digitized;
reports key punched;

grant - needs sent
in already key

punched

digitized

tax info and such
entered manually;

map info autOmati-

cally digitized
from transparent

overlays

hand-digitized at

accuracy est at
< 40' from maps

and photos

land use data

arrives in tape

fom, census also

transferred as poly-

gons to plastic map
sheet, automatic -

scanned by micro-
densit_eter, or

digital

digitized on a CALMA

digitizer with magne-
tic tape output,
accurate to .OOl

inch; C_qputer -

checked for miscoding

States are required
by Federal Regula-
tion 40 CFR 51.7 to

submit quarterly air
quality data; some

other data updated
hourly; entire file

checked annually

water quality - weekly
construction grant

needs - monthly;

others - varying

new revised system
being tested, 2

counties (LRIS); LUNR
has been corrected
but is not scheduled

for major update

none

said to be continuous

as data is used

up to user, who
creates own data

files

varies with user

varies wlth user
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in 1970 and was revised in May, 1973. It consists of two separately

designed operational subsystems, SAROAD (Sto;_age and Retrieval of A

Aerometric Data) and NEDS (National Emissions Data System) as well

as three more subsystems in the design or testing state: SOTDAT

(Source Test Data), HAPEMS (Hazardous Air Pollutant Sources), and

SIPS (a file of air pollution laws). Of the two existing systems,

SAROAD handles quarterly reports from ambient air quality monitoring

equipment, and NEDS stores point source pollutant data from semi-

annual reports filed by EPA regional offices. Additional data comes

from Census tapes, vehicle registration data supplied by R.L. Polk

and Co.o reports of fuel inventories, and reports of fuel purchases

from the Federal Power Commission. Incoming data may be on paper

forms, magnetic tape, or punched cards; it is validated by eye and

by computer and rejected if erroneous or untypical. Files are upda-

ted weekly, and, once a year, the entire file for the preceding year

is examined. Estimated annual computer costs for the two working sub-

systems are $589,000 for SAROAD and $283,000 for NEDS.(II5)

The main emphasis of the AEROS system is reporting, in con-

formance with the 1970 Clean Air Act, so no sophisticated models

are used. Quarterly reports of pollutants are prepared for distri-

bution to EPA regional offices; in addition, regional offices have

connecting terminals and can query the system directly. Recent

efforts have been made to invite the public to use the system;

prospective users may contact a local EPA office or the National

Air Data Branch in Research Triangle Park, N.C. 27711.

The system was designed for an IBM 360/50, but now runs on a

UNIVAC III0, using tape and disk storage and 200K of core. A
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U_IIVAC 9200 II minicomputer is used for supplementary processing.

Programs are written in COBOL and FORTRAN.

2.5.3.1.2 STORET (Storage and Retrieval of Water Quality Data)

STORET is the EPA's nationwide water quality information system.

It was initiated in the early 1960's by the U.S. Public Health

Service, and came under the EPA's control some time after that agency

was created in 1969 (I16, ll3, ll5, ll7). At its conception, STORET was

planned to consist of six sections: chemical and phys.ical data,

waste water facilities data, and biological data, each in both a

river-mile-index and a geographic-coordinate file. Streams would

be coded as major or minor basins in a network fashion, storing only

the entry poi,,ts of smaller units into larger ones (rivers into lakes

or tributaries into rivers).

- -_--_ bfl_ I_ ,b L, CIIi UI _ I _llk,, ,Today's sysu_m has retained .... uuuu_-L_........._. _= y_u, _,_...... _,,,s

although it no longer maintains tv:o copies of each file, one for each

coding type. STORET is actually the controlling system, and has

seven subsystems:

Water Quality Subsystem, a data base created from 50,000

weekly water samples at 33,000 sampling stations;

Automap Subsystem, a master map file v,hich locates data

by either latitude and longitude or river mile index;

r.lap Inventory and Status Subsystem, which monitors the

maps collected in the Automap Subsystem;

City Y.aster File, a list of major U.S. cities and their

river associations and sewer facilities.

Fish Kill File, a reporting system based on i_anual reports

filed by states and regional offices;
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Construction Grant _eed Cost System, a database and model

which stores records of waste water facilities under con-

struction and associated community data, and which creates

reports estimating costs to provide input for the federal

grant budget;

Municipal Waste Needs Facilities Inventory, a database on

existing waste water treatment facilities which is used to

estimate nationwide need for treatment plants.

STORET is responsible for pollution monitoring and modeling,

so unlike AEROS, it includes programs to do computation, plotting,

mathematical modeling, and trend generation. The system may be

accessed through a terminal at headquarters; this interactive

capability is being extended to regional offices and it is estimated

that i50 LPA agencies and research grantees have STORET terminals.

Annual reports are prepared on river basin planning and other

user-defined topics. STORET is queried about lO00 times per day;

250 of those queries are directed to the _,:;ater Quality Subsystem.

The estimated annual computer cost for STORET is SI,189,000 (ll5).

Input data includes 50,000 water quality samples provided by

6,000 EPA-run sampling stations and 27,000 run by other agencies;

other data sources are digitized USGS maps, reports from state EPA

offices, and cities data. Water quality samples are verified and the

components are keypunched; maps are manually digitized; reports are

keypunched; grant-needs records are received in pre-punched form.

The water quality file is updated weekly, the construction grant
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needs file monthly, and the others on a varying basis. Of the computer
o

subsystel,s themselves, two were updated in May 1973.

STORETruns on an IBM 370/155 owned by the EPA, using tape and

disk storage; its various subsystems demand from -_OK to 380K of core.

The entire system consists of 450 programs written in COBOL, FORTRAN,

and PL/I.

2.5.3.1.3 The Census

The Bureau of the Census is the nation's principal collector and

distributor of socioeconomic data. Its constitutional mandate is to

apportion the membership of the House of Representatives among the

states, (ll8)but it collects data for a variety of other purposes as

well. Federal funds are distributed to states and to local units on

the basis of Census-derived population counts, (ll9) and private

business uses population projections to plan the direcL_uH a:_d aii-_ount

of its expansion. In addition, over 500 state and local government

agencies and universities maintain active Census data bases to assist

in lecal research.

The 1970 Census was designed so that the usual statistics and

sum.mary tables were supplemented by small area statistics on computer-

compatible tapes. This responds to user interest in having tradi-

tional data available in a form that can be aggregated to unconven-

tional geographic boundaries, rather than having new and more sophis-

ticated data for the usual areas (120). Basic population data

were collected by r.;ail by I00_" sample; only the population count and

questions on age, sex, race, marital status, and family relationship

were collected at this level of accuracy. A 5T_ mailed random

sampling v:as used for other questions on education, scheol enrollment,
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unemployment, occupation and industry, migration, country of origin,

income, and housing. Sophisticated sa;_ipling theory is used to choose

a sample size providing maximum precision per unit of cost; it is

estimated that data gathered in the 5% sample is correct to within

+ 7%. This is much better than the estimated accuracy for older

Censuses (1950 and before) which sample lO0%.of tile population but

introduced error due to the difference in questioning style of hum.an

Census takers (ll9). There are a variety of products other than

population data available from the Census Bureau; 'Table 2-18 lists

the products offered in the Bureau of the Census Catalog., 1974 (121).

Five computer acronyms are commonly associated witll Census

data: ACG (Address Coding Guide), GBF (Geographic Base File), DIME

(Dual Independent Map Encoding), Admatch (Address _.iatching), and

UNIMATCH (Universal Matcher). DI_,_E is merely a stai.dard file .o,,_m,at,

relating each record to a street segment by street na.r._e, address

range in numbers, census blocks on either side of the seoment, and

street intersections at the end of the segment (122). Tke

other four are names of computer files or programs.

Address Coding Guides (ACG's) are files for a given community

relating a range of street addresses to defined geogra_phic

areas (123). They may contain nothing more than the address ranges

for each street in a district, or they may contain a good deal of

supplementary information such as street width and speed limit. ACG's

v'ere originally developed for regional transportation studies, but

since the 1960's the Census Bureau has been encouraging a.nd financing

their development in urban areas throughout the country so that

Census data may be manipulated by local users.
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Table 2-18: Data Sum_llariesAvailable from
the Census Bureau, as listed in the
Bureau of tlle CensusCatalog, 1974.

Agriculture ............
1959 Censusof A_riculture.
Current Cotton Statistics ....
Other Reports ..........

Construction and Housing......
1972 Censusof Construction

Industries ...........
Current Construction Reports.
1970 Censusof Housing......
Current Housing Reports .....
Other Reports ..........

Foreign Trade ...........
Current Exports .........
Current Imports .........
Current SummaryReports .....
Current Trade in Gold ......
Current Trade with Puerto

Rico and U.S. Possessions ....
Current l/aterborne and Air-

borne Commerce.........
Classifications .........

Geography .............
Reports .............
Maps...............

Governments ............
1972 Censusof Governments....
Current Reports .........

Population ...........
1970 Census of Population.
1970 Census of Population and
Housing ...........

Current Population Reports
Other Reports .........

Retail Trade, Wholesale Trade,
and Selected Service
Industries ..........
1972 Census of Retail Trade.
1972 Census of Wholesale

Trade ............
1972 Census of Selected

Service Industries ......
Current Retail Trade .....
Current Wholesale Trade.
Current Selected Services.

Other Current Reports .....
Other Reports .........

Transportation .........
i972 Census of Transporta-

tion .............

Other Reports .........

Selected Publications of Other
Agencies ...........

Selected Papers by Staff
Members ............

i.lanufacturing and Hineral
Industries ............
1972 Census of r4anufactures
1972 Census of l.lineral

Industries ...........
Annual Survey of Manufactures
Current Industrial Reports ....
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Geographic Base Files (GBF's) are ACG's carrying the additional

information of x-y coordinates of points within each record.

Adniatch is a set of address-matching programs created to allow

ACG/GCB/DI_.IE Census files to be matched with city records stored by

street address. Admatch itself was created for the 1967 _ew Haven

Census Use Project, and several variations exist. For the IBM 360,

the original Admatch and a variant called SAMS (Street Address

Matching System) may be used; similar programs are available for the

IBM ll30 and the CDC 3600; and the Census Bureau is developing a

more sophisticated version, U_IIHATCH(124), which will match

addresses on street intersections, as well as on any user-defined

field.

Census is unique among information systems in that it makes

available interpretation programs along with data tapes. It has

also devoted more serious attention to the validity of its sampling

than any other system.

2.5.3.1.4 CGIS (Canadian Geographic Information System)

CGIS was developed for the Canadian Department of Regional

Economic Expansion by IBM in the early and middle 1960's (I05, I06, Ill).

I'c is a large-scale polygon system which ;.;as designed to accept point

and line data as well; boy;ever, as of 1972 the point-and line-

manipulation capacities had not yet operated. CGIS is an outgrowth

of the Canada Land Inventory, a "comprehensive survey of land-use

capability designed to provide a basis for resource and land-use

planning" (106) , and is intended to tabulate and analyze the data

collected by the Inventory. It appears that nothing has been

published about CGIS since 1972.
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Input data was a series of 1:50,000 maps, classified into

fourteen land use types. The data input method has been described in

the literature in two ways, "specially designed scanner hardware and

software to input'and correct maps"(105) and "a standard digitizing

system" (106), so it is not clear whether data input was automatic or

manual.

System software allows the user to overlay up to eight polygons

at once, and to receive the output as long, pre-formatted reports,

short tables, or overlay maps. Inquiries may be madeby topographic

map sheet number, jurisdictional unit (county, province), census

unit, regional development unit, or area within a set of coordinates.

CGIS is accessed only in batch mode, and the prospective user must

request a programmer to convert the desired request into a program.

The system was considered highly unsatisfactory as of 1972.

Users at the CanadaLand Inventory (105)found system access too

expensive for any but experimental governmental use. Up till that

time, $20 million had been spent on data collection and $3 million

on processing software.

The system runs on an IBM 360/50, using 572K of core. All system

programs are written in PL/I.

2.5.3.2 Reqional Information Systems

Two systems are considered here" CARETS (Central Atlantic

Regional Ecological Test Site) and the Ozarks Land Use Data Base.

Both are based on a region defined more physiographically than

politically, and both are to some extent demonstration projects.
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2.5.3.2.1 CARETS (Central Atlantic Regional Ecological
Test Site)

CARETS is an e×perimental multidisciplinary info_.,_ation system

intended to use high-altitude-aircraft and LA!_DSAT data. It is

associated with the U.S. Geological Survey's Geographic Applications

Program, but is presently funded by _:ASA (125, 126). The states of

Virginia and Maryland are included, as is metropolitan Washington,

D.C. Land use maps v,ere prepared by visual photointerpretation of

high-altitude aircraft and satellite imagery, then digitized; other

data inputs include specially prepared geologic maps, hydrologic

data, and census tract overlay maps. The entire package - data,

processed maps, graphics, and statistical summaries - has been pre-

sented to four planning agencies and to the _._etropolitan !._ashington

Council of Governments, and they are evaluating it for usefulness.

Until their evaluation is complete, the project must be co_]sidered

experimental. However, NASA hopes to see it continued ,,-ith other

sources of funding (126).

Published information has been more descriptive of re;-,:ote sensing

input than of the details of data manipulation, and soft',,are and

hardware specifications are not available.

2.5.3.2.2 Ozarks Land Use Data Base

The Ozarks Land Use Data Base, developed by the U.S. Geological

Survey with the Ozark Regional Commission, is a pilot p:oject

within the USGS Geograpi_ic Applications Program's proposed nation-

wide co_outerized land use database (127). It incluCes parts of

I.lissouri and Oklahoma and all of Arkansas and !-La_as; !_o:.,isian] has

also contracted witil the Commission to obtain ti_e co'.::puLeriz('_I data

base system.
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USGS1:250,000 topographic mapsare used as base maps; data

overlaid includes Level II land use, land ownership (Federal, state,

private), df-ainage basin, political boundaries, and Census county

subdivisions. A regular grid is used for storage, with a cell size

of one km2. To update data, it is necessary to correct the card

file containing the outdated data and then re-feed the deck.

System outputs include tables and mapsof total area and per-

centage area for land use types, tables of land use by land owner-

ship category, listings of land use changes, and plotted maps. A

comparison of system area data against Census Bureau area data for

Polk County, Missouri, showedagreement to within 0.3%.

The system runs on the Ozarks Regional Com_missioncomputer

in Little Rock, using tape and punched-card storage. Since the "final

demonstration report" (127)was prepared in 1975, the system cannot

yet be considered fully operational.

2.5.3.3 State Systems

Nowhere is the variation in quality so marked as it is in state

systems. H:any states still rely heavily on manual data handling, and

this may be a ;.rise choice for states low in population or uncom-

plicated in terrain. However, many of the more populous and

pilysically diverse states have experimented with automated information

processiqg, with varying results. Colorado wasdissatisfied with

its first attempt at a computerized information system, but Hew York's

LUZR i-e.s been very successful and has been a model for se',eral later

sj_e.:_. TaSle 2-19 shows the current status of information systems

for the fii_ty states, as determined by a survey of the most recent

literutuFe. Si_ce ti_ere is u_ido_Ibtedly !_.'ach e','_t-imentatiou.._ ;.;ilich has
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not yet been described in print, the table cannot be conqidered exhaus-

tive. The table indicates which states never appeared at all in the

iiterature surveyed.

State systems'are described in detail below for [_ew York,

Minnesota, Colorado, Illinois, r._aine, Alaska, South Dakota, and

Massachusetts. They represent a variety of types - successful and

unsuccessful, wide scope and narrow scope, costly and inexpensive.

2.5.3.3.1 LUNR (Land Use and Natural Resources Inventory) -
New York

LUHR is the best known and most widely discussed of state information

systems (i05, I06, 158, 144, I09, 146, 148). It originated with

a 1966 mandate from Governor Rockefeller to the Office of Planning

Coordination to develop a natural resource inventory of the state.

Cornell University's Center for Aerial Photographic Studies prepared

the software, rewriting one program from the Hudson River Valley

Commission alld c;redclf_g cuiut._, a_,u t_,_,_ _,,_ .... , .........

photography which was specially flown from 1967 to 1970. It is a

simple, regular-grid system with a resolution of one km2.

The database includes 130 categories of land use for the entire

state. Two computer products are available: DATALISTs, lists

of area or point land use and supplementary data as percent area of

a grid cell, and PLA_Ii_APs, line printer maps of percents or other

measurements indicated by gray levels. In addition, the aerial

photography (not a computer product) is available to users, and over

four-fifths of the data products requested as of 1974 were non-

computer products. It is estimated that the system was queried

about 40 times per month in 1973 and 1974 (144).
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LU_IRhas app_rently done the only post-implementation survey of its

own users tl_at !;as reached tile" literature we saw (109). This survey,

;.'hich _,.,,_.,__,r_edover 160 private and public agencies, indicated that

although users ge_erally rated the system good to excellent, close

to tv;o-thirds had somecomplaint, and the commonestwas that the

information base was out of date. Data updating was planned, and

the user survey was intended to assist in deciding how often up-

dating was needed, but organizational rearrangement in New York

State has delayed it.

LU_IR cost over $750,000 of which about $I00,000 paid for system

software generation. The money was provided by the state legislature.

the Appalachian Regional Commission, and a grant from the Department

of Housing and Urban Development. currently, annual maintenance money of

about _o0,000 is allocated by the state legislature, and a $60,000

grant for softy;are revision has been provided by the Appalachian

Regional Commission (149). LUNR is temporarily being operated by the

State Economic Development Board.

LU_IR runs on an IBH 370/155 at the New York State Office of

General Services in Albany, using two IBM 2316 disks for storage.

In addition, complete copies are ov,ned and operated by several

univet'sities to provide wider access (144). Programs are written in

FORTRAN.

2.5.3.3.2 MLMIS (Minnesota Land Management Information
System) - Minnesota

KLKIS ;.,as developed at the Center for Urban and Regional Affairs,

University oF _.iinnesota for the State Planning Agency Environmental Divi-

sion (I06, 140). Data consists of 1.4 million 40-acre grid cells

classific:d i_to nine land-use categories: forested, cultivated,
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pasture-open, water, marsh, urban-residential, urban-non-residential,

extractive, and transportation. Land use was recorded from 1969

land use mapsand aerial photography, bedrock geology from existing

maps prepared by the federal and state Geological Surveys, soils

and mineral locations from State Geological Survey data, and

forestry data from the State Department of Natural Resources and

from aerial photography. Sometypes of social data are also included.

The first product was a complete land use map of the state in

color. Additional products include land use mapsat 1"500,000 and

1:250,000.

MLMIShas both encouraged and benefitted from cooperation among

state agencies. Its development moneycame from a variety of pro-

spective users: the Minnesota State Planning Agency, tke State

Highway Department, the Land ExchangeReview Board, the D_pe.rtment

of Administration, the state legislature's Resources Coi..mission,

, U,,_,_ sl _y ofthe Upper Great Lakes Regional Commission and the '_ ...... '_,

;- _i-" .... _ (106)Minnesota (158). Although it has not yet proved i_s _, ..... ; ....._ss

MLMIS is assured of funding and further develop:,_ent in the

future (158). It is formally owned by the University of _'.innesota,

although it is operated for the State Planning Agency.

MLMIS runs on the CDC 6600 at the University of Mi_,_,esota,

using programs written in FORT,,AH. The system is said to be largely

hardware- independent.

2.5.3.3.3 CLARI (Colorado Land Use and Natural Resource
Inventory) - Colorado

CLARI was prepared by the Basic Engineering P_eparL:_cnt o,_ _.he

Colorado School of Mines by contract with the Color_-,Ho '_,-

of Natural Resources, and was completed in 1971 (I03, I06). The principal
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designer was Professor A. J. McNair of Cornell University, on

sabbatical at the School of Mines, who prepared a system heavily

based on LU_iR. Data was collected from existing maps and aerial

photography and was stored in ten-by-ten kilometer cells. Land use

is identified by 127 "area inventory categories," and the percent

of each category within a cell is recorded. For output, the system

uses LUHR's PLA_WAP and Harvard University's SYMAP, both line

printer mapping routines.

The system has been unsatisfactory to the legislature and to

prospective users (106),and because it was prepared on such a large-

celled grid, it cannot be upgraded without collecting all the data

again on a smaller grid.

2.5.3.3.4 IRIS (lllinois Resource Information System) and
ILLIMAP, lllinois

IRIS was intended to be a natural resource and socioeconomic

database for the entire state of illinois, dsse_r.bled l_f__d _,,u,,,

existing data, and able to accept data at levels from single points

to irregular county-size areas (I05). However, for political reasons

the system is still essentially synonymous with _IARIS, a system

encompassing eight counties in northeastern Illinois. It is unclear

whether more significant progress will be made.

ILLIr.'AP is not properly an information system; it is rather a

mapping tool. It prepares 7_ minute and 15 minute maps of survey

sections in Illinois and specific site locations such as well

locations. It was prepared by the Illinois Geological Survey (I05).

ILLI_._AP uses a Lambert Conformal Conic Projection with standard

parallels at 33 ° If. and 45 ° H. latitude and a central meridian at

89 ° 30'_..I longitude; this is compatible with U.S. Geological Survey
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maps across the United States, but introduces an error of up to one

part in 200. For specialized purposes which require greater accuracy,

iLLi_.IAP contains conversion software to the U.S. Coast and Geodetic

Survey's "Illinois'East" and "Illinois West" coordinate system which

contain, respectively, one part in 40,000 and one part in 17,000

error. (159)

2.5.3.3.5 MIDAS (Maine Information Display and Analysis
System) Maine

MIDAS was built for the Department of Inland Fisheries and

Game and the Department of Marine Research, but has been run since

1973 by the Technical Services Division of the State Planning Office

(I03, I04). The work was begun by Computer Applications, Inc.,

which was purchased by NARISCO while the MIDAS system was being

designed. It uses purchased software routines to provide statistical

analysis and reports; there is no graphic or mapping capacity.

As of July i974, 228 state agency data files v;eru available

through the MIDAS system. There was apparently no special data

collection effort, since r.iIDAS was planned as a method of simplifying

interagency access to existing data, so the $300,000 system cost

was for software alone.

Access is in the batch mode only, with a turnaround time of

48 hours. MIDAS is coded in assembly language for RCA computers;

this may present serious obstacles to updating in the future, because

RCA is no longer in the computer business. Otherwise, the system

seems satisfactory, and ten state agencies plan to use it in the

near future.
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2.5.3.3.6 The Alaska Minerals Database

The Alaska I.linerals Database is simpler than most state systems,

beingde_1oted to the managementof a single resource. It was a 1971

demonstration projdct prepared by a team from Stanford University to

develop and use a user-oriented interactive language, DIRAC. The

system is a computer version of a file begun in 1948 to store the

location and related bibliography for 7500 mineral occurrences all

over Alaska. Products are on-line bibliographies, histograms of

mineral occurrences by location, and cross-occurrence tables by

mineral and USGS quadrant. (A cross-occurrence table shows the

occurrence of companion minerals when a major mineral is specified).

The advantages of the system are said to include the capacity

for diversified access-to the file, easy updating, and the ability

to calculate and plot complicated relationships which would be too

time-consuming to do by hand (130).

Information on the physical characteristics of the system was

not included in the description.

2.5.3.3.7 The South Dakota System

The South Dakota Department of State Planning is in the process

of building an information system based heavily on remote sensing (152).

At present, the department has digitized land use categories for

160-acre quarter-sections by using projections of LAriDSAT images;

it plans to add soils, topography, hydrologic data, land quality,

land ownership, and other information in fiscal year 1977. From the

EROS Data Center, which is located in Sioux Falls, South Dakota, the

Department was able to get free computer-compatible tapes an(! free
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U-2 photography for one-third of the state; thus they were able to

complete their land-use inventory for only five thousand dollars.

Further data to be added :.;ill be stored by both grid and polygon

systems. Large-ar_a items such as geology will be stored as polygons,

while soils _lill be mapped in lO-acre cells. The Composite Mapping

System, a polygon overlay system, had been purchased as of fall 1975

and was expected to arrive within a month. The display program,

written in-house, is called LINMAP, and is made up of clustering

algorithms adapted from the LARSYS package. A pattern recognition

package has been prepared to map land use directly from LAIIDSAT

images. Outputs thus far have been computer-generated

I and-use maps.

The system runs on the IBM 370/145 at the University of South

Dakota.

2.5.3.3.8 LUIS (Land Use Information System) - Massachusetts

_n_ ..... vers i tyLUIS ;.'as developed as an experimental project at _'-_ _'._'_

of Massachusetts Forestry Department in 1970 (138) it stores data

in a regular-grid system, using one point inte'rnal to the cell as

an identifier. The main piece of information is the Ic_r,d use type;

llO types are possible, under the general categories of agicultural,

forest, wetland, urban, and recreational. Supplen;entary data

includes the presence or absence of buildings, roads, and ".:ater

within the cell, and the land use classification of neis!_boring

cells.

' _G,_rLC-C _l C_JtA preliminary study was done for land borderlng the _ ...... _"

River. Costs for this study v,.'ere estimated at <,lO,Oc,O." for _-."_7_._u,,:.,_l'ng,

$I000 in cu::Iputer time for testing, and S600 for data _" _)_-,_::_ i ' ir_[.J.
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LUIS can compute area and perimeter of land units, water

frontage for lakes and rivers, and road frontage; it can retrieve
_- . . -.

land units by class or size or location; and it can display land

use or land use change on line-printer maps. The system is a

package of four FORTRAN programs.

2.5.3.4 County Systems

Five systems are considered here: NARIS (Natural Resource

Information System), ORRMIS (Oak Ridge Regional _.'.odeling Information

System), r.,:TLA,,D (r.!etropolitan Landscape Planning Model) UDIS

(Urban Development Information System), and the Jefferson County

Mountain Area Research Project.

2.5.3.4.1 NARIS (Natural Resource Information System) -
Northeastern lllinois

NARIS is a resource information system currently containing

data for portions of eight counties in northeastern lllinois

(Cook, DuPage, Kane, ..... "-"-^ v^_l i_ ,._,, _na Will_

(105, 135, 160, II0). It was conceived in 1970 by the Execu-

tive Director of the IIortheast Illinois Natural Resource Service Center

(NINRSC), which received a grant of $124,000 from the Ford Foundation.

NIHRSC is a rurally-oriented agency with little political power, so

it lost influence to the Chicago-based Northeast Illinois Planning

Commission, and ,_;ARIS was designed for the latter (135). It was

built at the Center for Advanced Computation (CAC), University of

Illinois, with little supervision from outside interests (135).

Although the original proposal was for a simple data storage and

retrieval system, CAC included extra data manipulation capacity.

Data is stored on an irregular grid or parcel system, using

40-acre grid cells derived from the Rectangular Survey System.
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1,1ost cells are regular rectangles, but a small percentage are

irregular in shape due to errors in the original surveying.

Aggregation to the 160-acre level is available through a separate

database.

Each cell contains eighteen classes of information under eight

general headings: geology, two types of land use codes, vege-

tation (native and planted), soil characteristics as established by

the Soil Conservation Service, water, natural resources, employment,

and population. Each class includes several sub-headings, called

data elements; for example, "soil" is divided into type, slope,

current erosion state, area in acres, and overlap (whether or not

the plot extends into the next grid cell). The data is stored in

compressed form, but this is invisible to the user. Retrieval is

totally interactive, with a user language designed to use terms and

classification methods familiar to planners. System outputs include

tables, maps by grid cell, and question-answering on-line.

The HARIS system cost about S200,000 altogether, and is currently

used by only one or two people at the Hortheast lllinois Planning

Cor,_ission (135). The biggest technical advantage it has given

them is the ability to do weighting function analyses, assigning

different weights to 50 different factors, sum,Ting for each tract,

and then comparing the totals to determine suitable tracts for

various land uses. An experimental analysis, done manually, cost

S250,000; HARIS now does them routinely for about SlO each. It is

estimated that simple questions can be answered by HARIS for a few

pennies' worth of computer time.
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_:ARIS was originally prepared for the University of Illinois B6700,

but has been transferred to a c_ieaper B-6700at the University of

California at San Diego, and is accessed over the federal ARPA

Network. Disk sto_;age is used, and programs are written in Algol.

2.5.3.4.2 ORRMIS (Oak Ridge Regional Modeling Information
System)

ORRMIS is an inform, ation system established for regional

modeling of the East Tennessee Development District (ETDD) by the

Regional Environmental Systems Analysis Program at Oak Ridge National

Laboratory (153). The ETDD is a 16-county area surrounding and

including Knoxville. Although the system designers recommended

storage and display as polygons, ORRHiS is mostly stored as regular

grid cells. Most data is contained in ll5,000 cells of 40-acre

resolution, with zoom capability in some cells to a resolution as

fine as 2.7 acres. At its maturity, ORRHIS is expected to hold

o_ghf ,o ,,,,_I,_rn_ll_nn H_f_ if_rn_ nf nhvqir_l rh_qrari_riqf.icq

(vegetation, soils, geology) land use, zoning, Census information,

tax records, and other resource and socioeconomic information. The

taxrecords are collected manually, but map information is auto-

matically digitized from transparent overlays to base maps.

Operating characteristics of ORRMIS are particularly flexible,

although it is not clear whether all the capabilities publicized by

ORRHIS designers are implemented or merely planned. For example,

it does not use a fixed amount of core space, but rather allocates

space to itself at execution time based on the current capacity of

the host system. Data sets are automatically expanded and contracted

at execution time as _.;ell , although this is invisible to the user.
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Data sets are packed, which meansthat place-holding zeros are

removed and a record is made of where they should be reinserted

• whenthe data set is used; this decreases by 50 to 75% the disk

storage required."

System outputs are varied; data may be plotted by points, lines,

or areas, and may show either space relationships or time relation-

ships. Subprograms for plotting three-dimensional surfaces, contours,

relief maps, and graphs are available, and data may be simply listed

in a table. A polygon-handling routine is included, as are routines

to prepare maps in several projections at any scale.

Programs are written in FORTRAN, and were prepared entirely by

the staff of the Computer Science Division at Oak Ridge Hational

Laboratories.

2.5.3.4.3 METLAND (Metropolitan Landscape Planning Model) -
Eastern Massachusetts

the University of Massachusetts Forestry Depart_ent, for resource

assessment in three townships in eastern I._assac}_;setts: _urlir, gton,

Tewksbury, and Wilmington (Ill). A grid system of 2.5-acre resolution

is planned, using soft;.'are developed for the U.S. Forest Service's

CO_,ILUP. Three assessment models are included: _erial value resources

variables (water supply and quality, wildlife and ag'ricul +," ural

productivity, visual complexity, and visual compatibility), hazard

variables (flood, noise pollution, and air pollution), and develop-

mental suitability variables (to_)ography, hydrology, soils, solar

orientation, wind direction, precipitation, vi,_,,',-, t_,-_,....... _;n_l "_'_,,;:enii:ies"

such as beaches and parks). These variables will be co,led fr(_'.:1 '_._i._s

and studies already prepared by the I,_ETLA_,_Dproject.
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The computer system has been tested for a series of mapsof

Burlington, despite hardware-related problems in converting the

CO_.',LuPprograms. The chief problem was that chain coding, in which

each data item contains a "pointer" to the location of the next

data item, requires random-access disk storage; CO_.',LUPrequires chain

coding, but random-access storage is not available through the

University of l,lassachusetts batch processing system, r,',oremanage-

able problems included COMLUP's96-character line segments (an 80-

character line is standard) and a lack of sufficient storage space

on the University of llassachusetts computer. It is not clear how

these problems were circumvented in order to produce the test maps.

The METLAND system runs on a CDC 3600, the main University of

Massachusetts computer, using card storage and a series of 25

FORTRAN programs.

2.5.3.4.4 UDIS (Urban Development Information System) -
r_.. _ ..... J_Fair_x _uu_y, Virginia

UDIS is a land use planning system associated with Fairfax

County, Virginia, a part of metropolitan Washington, D.C. (161, 162).

It is more similar to municipal information systems than to the

other systems in this section; this reflects the fact that Fairfax

County is a "full-service local government"(163) and functions

much like a municipal government.

UDIS was conceived in December 1970; system construction began

a few months later. It ;.,as field-tested in 1972 and 1973, and be-

cam,e formally operational in I.!arch 1973 as part of the newly-formed

Office of Research and Statistics. Development money came in part

from the Department of Housing and Urban Development (S125,000) and

in part from county funds (S140,000), but future maintenance
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and irrprovement will be entirely the responsibility of the county.

Roughly $900,000 has already been allocated to augment the data

base and to develop analytical tools.

Data is stored in 155,000 land parcels, and is manipulated

through polygon routines. Each parcel record contains thirty

descriptors, including location, value, land use, and development

history. In addition, there are supplementary files of the sewer

network, building permits issued, building site plans, construction

starts and completions, and rezoning requests. The system pays

particular attention to residential versus non-residential builders.

Tabular outputs include inventories of land and buildings

and their characteristics, short-term forecasts of growth in

housing and population, and displays of a suitability index for

residence by area. Twenty-two standard reports are prepared:

six housing inventories, nine construction activity reports, four

population reports, and three land use reports. Line-printer maps

can be generated,showingpercent levels of selected land charac-

teristics.

The chief users are county agencies, particularly the County

Attorney's Office. UDIS data was used as the basis for a legisla-

tive reapportionment, saving the need for a census of estimated

cost $240,000.

Hardv;are and soft;fare details are not included in the litera-

ture.

2.5.3.4.5 Jefferson County Mountain Area Research Project,
Colorado

The Jefferson County r,',ountain Area Research Project was a joint

project of the University of Colorado and the Jefferson County
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Planning Office, and was completed in 1974 (I03). It stores seven

attributes for a grid cell of I0.3 acres, and includes both environ-

mental and socioeconomic data. The data management system used is

the Composite Map{ing System developed by the-Federation of Rocky

MOuntain States. The present status of the system is unclear;

however, it is expected to provide input to a planning model for

Jefferson County.

2.5.3.5 Municipal Systems

Five systems are included here: LUMIS (Land Use Management

Information System), Los Angeles; IMIS (Integrated Municipal

Information System), Charlotte, N.C.; MIS (Municipal Information

System), Wichita Falls, Texas; PLANM_P, the Denver _.letropolitan

Area Land-Use Model; and the Des Moines, Iowa, Geoplanning Research

and Demonstration Project. Other than LUMIS, all have been developed

with the assistance of funds from the USAC-Cities Project (see

Section 2.5.2.2).

2.5.3.5.1 LUMIS (Land Use Management Information System) -
Los Angeles, California

LI]MIS is maintained by the Los Angeles Department of City

Planning as a batch and interactive system to aid in land use

planning for the Santa Monica Mountains (164,165,166,167). It

was created as a joint demonst_'ation project of the Department of

City Planning and JPL (Jet Propulsion Laboratory), a research

arm of Caltech, and was funded by rlASA because of its heavy use of

remotely sensed data.
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The original proposal, in 1973, was for a transfer of LUNR

software* on a grid system for the Santa P.!onica Mountains. However,
+.

system designers soon became convinced that streets were the logical

land use boundaries, and so a polygon system based on the Census

tract was adopted. A consortium of technical advisors was formed,

drawing representatives from over a dozen legislative, administra-

tive, and research organizations:

L.A. Department of City Planning

Jet Propulsion Laboratories

Community Analysis Bureau

Southern California Association of Governments

City Administrative Officer

Regional Planning Commission

University of California at Riverside and at Los ?_n_eles

California Polytechnic University at Pomona

State Office of Planning and Research

State Department of Mines and Geology

State Department of Parks and Recreation

California Department of Transportation

State Water Resources Control Board

State Department of Water Resources

P,',embers of these organizations participated in a _elphi Study to

determine the most pressing data needs for the area. This study ;las

due to be published soon, as of July, 1975(164). Aerial and

*The director of tile LU_,_IS project, Charles Paul, v;as forr..:e_+ly
associated with LUIIR.
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satellite photography was chosen to provide land use data, and the

photointerpretation was done by a team from Cornell University,

whose bid on the work was less than one-tenth that of the nearest

competitor(164). Population and other socioeconomic data comes from

Census tapes.

System software is three programs: PLIP (Percent Landuse

in Polygon), LTOT(Light Table Overlay Technique), and PIG (Polygon

Intersection Generator). PLIP was adopted from PIOS-II (Polygon

Information Overlay System), obtained from the San Diego Compre-

hensive Planning Organization. Written in FORTRAN,PLIP is designed,

as the nameimplies, to calculate the area within a polygon des-

cribed as a stated land use. LTOT,written in APL, is a simple

visual tool to overlay maps just as a user might do manually. PIG,

also in APL, is a more sophisticated program to extract from a

series of overlaid mapsonly those areas which combine all of a

stated series of attributes. Within the budget and time allowed

for LUMISdevelopment, it has been estimated that the designers will

be able to optimize PLIP and LTOT, and to have PIG fully operational

but not optimal (in cost, running time, or storage space). The use

of two different programming languages has not been a problem, the

designers say, nor has the fact that data is stored entirely on

tape and is available only sequentially(164).

Three standard output formats are used: SYMAPs(computer

line printer maps) using the Censusblock as a base, EIRs (Environ-

mental Impact Reports), and interactive displays on the Tektronix

4013 CRT(cathode ray tube). The interactive capacity was intended
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as a demonstration tool only(164), but has proved to be one of the

more attractive features of LUMIS, since planners can generate

several displays in rapid succession and indicate to designers the

most desirable out, puts. LUMIS software is being transferred to

Tacoma, I,,'ashington, and at Tacoma's request the interactive capacity

is being updated considerably (164).

The system was originally developed on the UNIVAC If08 at JPL,

and was transferred to the IBM 370/165 owned by the Department of

City Planning.

2.5.3.5.2 IMIS(Integrated Municipal Information System) -
Charlotte, N.C.

IMIS is one of the products of the 1970 USAC-Cities grants; as

specified by all the USAC grants, IMIS was prepared by a consortium

consisting of the city, the University of _:orth Carolina, and

System Development Corporation (I05,168,169,170). As of early

1972, the system was co,_idered a failure by the system monitors

at the University of North Carolina (4) due to heavy expenses and

overemphasis on software design, since $2 million of the original

$3 million grant was paid to SDC for data system development. In

addition, the directorship of the project changed hands several

times, and this lack of continuity was detrimental (169). However

funding was extended an extra two years after the initial three, and

several of the originally proposed modules are now in use by the

city government:

Landfill Control
- City Public Works
- County Public _,._orks and Utilities

Geographic Data Index !,',aintenance
- Pol ice
- Fire

- Building Inspection
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- Traffic Engineering
-Com,munity Development

Fire Operations
- -- Fire

Equipment Hanagement
- Pol ice
- Fire
- Public Works

Relocation Services
- Community Development

Building Permits Processing
- Building Inspection

Police Field Assignments
- Police

Building Code Enforcement
- Building Inspection

Traffic Control Device Inventory
- Traffic Engineering

Police System Level Software
- Pol ice

Five modules were planned but are not yet implemented:

Personnel Operations
Law Enforcement Persons and Records Index

Investigative Operations
Deployment Planning
Information, Complaints, Requests for Service

The Charlotte l[.11S is a hybrid of a geographic information

system and a management information system, because certain of the

modules manage the business affairs of the city. Tile Equipment

Management and Landfill Control _.lodules, for example, _zaintain

records which have little reference to geographic location, r.'_ost

of the other modules are related to street addresses or building

parcels, with the Geographic Data Index Maintenance _._odule as a

central correction and correlation unit for addresses.

Typical data inputs to the geographic modules include: records

of building inspections, ov;nership and land use by b,_ildir, g parcel,

survey data on potentially available housing, and utility billing

records. The land use file is furnished by tile County Tax Office
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as a parcel (polygon) file on computer-compatible tape, and socio-

economic data is provided by the CensusBureau. Newdata types

are still being added, and somedata updating is done.

Certain modul'es, such as Fire Operations, run interactively,

and in addition, m.ostproduce weekly and/or monthly summaryreports

for distribution solely to City departments. Typical reports include

the List of I.Jater "Turn-Offs" (by Relocation Services Module, used

as a clue to vacant homesand apartments) and the I.'onthly Activities

Report (by Building Permit Processing Hodule, to list permits

issued, construction activity, and forthcoming inspections).

It is planned to divide responsibility for IMIS into two

parts: the City Planning Commissionwill maintain all databases

and will be responsible for updates, and the Municipal Information

System Department will run and maintain the programs(169).

II.IIS was designed for an RCASpectra, using a test sample of

the IPS-70 operating system which RCAplanned to market shortly

afterwards. However, RCAleft the computer business, and Charlotte

found itself the only IPS-70 user in the country(169). Therefore,

the city purchased a Burroughs B-6700 in late 1974, and it became

operational in October, 1975. IHIS is now running on that B-6700,

using 1500K bytes of core, disk and tape storage, and a series of

COBOL programs and one FORTRAH program for geographic coordinate

manipulation.

2.5.3.5.3 MIS (Municipal Information System) - Wichita Fall,
Texas

The Wichita Falls HIS is one of t;zo total information systems

given $3 million by the 1970 USAC-Cities grants, Charlotte being
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the other(107). These two cities were given contracts to computerize

several different types of managementdata, while four other cities

Were given less money and were instructed to concentrate on a single

type. Previous to the USACgrant, Wichita Falls had experimented

heavily with computerized fiscal records, land use records, street

inventory, and utility billing, as well as with remote sensing for

data input.

In the early stages of system design, land use data was obtained

from base maps, Tax Department records, and a field survey. Three

data records were prepared for each land parcel in the metropolitan

area: parcel data, building data, and activity (i.e., land use)

data. A Geographic Base Index-System similar in concept to a Census

Bureau DIME file is used, and calculates geographic coordinates

to within 15 meters of accuracy to describe street locations.

The MIS runs on the IBM 360/30 ownedby the city of Wichita

PLANMAP,The Denver Metropolitan Area Land-Use
Model

PLAH_IAPis a recent land use information system developed for

the Denver metropolitan area by the Department of Civil Engineering

at Colorado State University(106). Because it emphasizes land use

data, PLAY,MAPis more similar in character to county systems than

to other municipal systems. It is still being improved, and although

at present it can handle only elevations and land use changes, pro-

jected im_mediate additions include socioeconomic data from the

1970 Census, a 1971 highway map, a USGS surficial geology map, and

data planes of slope, aspect, and solar insolation.



-205-

PLANt,lAPis a grid-based sysLemwhich uses satellite imagery,

aerial photography, and tabular data for inputs. Land use for

1963 and 1970 is interpreted manually from imagery and keypunched

on a card deck; elevation data is reduced from USGS topographic

maps.

Land use change from 1963 to 1970 is calculated, and these

changes are also used to generate conditional probabilities that

land of a given use will change to another seven years later. These

probabilities are used in a program which uses a Markov chain

process to simulate future land-use change around Denver. From

the elevation data, it is possible to calculate slope and aspect,

as well as solar insolation as a function of position, time, and

weather. Elevation and land use data can be plotted together, as

wel I.

PLANMAP provides high-resolution computer output in the form

of microfilm plots at seven gray levels. Land use code maps may be

printed by grid cells, or histograms may be generated of land use as

a function of some independent landscape variable such as slope.

Long-range plans for data additions include the following:

soils, topography, surficial and bedrock geology, potential water

impoundment sites, vegetation types, wildlife distributions and

densities, locations of building materials, mineral occurrences,

natural beauty appraisals, current and projected population, and

outdoor recreation developments.

PLArC_P runs on the CDC 6400 at Colorado State University.

Programs are written in FORTRAH.
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2.5.3.5.5 Des Moines (lowa) Geoplanning Research and
Demonstration Project

The Des _',oi_::s Project is a small pilot project funded through

USAC-_I_ies, although it is not one of the six original grantees(171)

As of 1973, it was used for a test area of 21 square miles, most

of the Central Business District of Des r._oines, using state plane

coordinates and an irregular grid related to city streets.

Data inputs are the city's real property and land use file,

Census data, and assorted digitized information from base maps

derived from aerial photography. Data is managed by the Formatted

File System, a database management package developed by the Depart-

ment of Defense. This is one of the few instances of movement

of software from the Department of Defense into resource and socio-

economic information systems The Geographic c '• _uDsystem, a set of

manipulation subroutines, was written for the project. S_ecific

_',_',_s _l,,a_, _ exampl_ ,h_ Inrnflnn n£ m_Jliinl_ d,..:_il_ng

units by Census block, and lists of special tax assessments.

The literature does not name a computer type, nor a progre.mming

language•

2.5.3.6 Special Interest System- The U.S. Forest Service

The U.S. Forest Service has been particularly active in

information systems development, producing at least half a dozen

systems since the early 1960's. Many of the systems described

here are so;;:e.,'hat generalized to allow for transfer to several

different gee, graphic areas, such as separate National Forests.

(See Section 2.5.4 for a discussion of plans of the Forest Service

and USDA as a whole for new geographic information systems).
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2.5.3.6.1 MIADS(Map Information Assembly and Display
System)/MIADS2

_,_IADS,the earliest computerized information system dedicated

to natural resources(106), was developed at the Forest Service's

Pacific Southwest Forest and RangeExperiment Station before 1964,

and was followed two years later by the improved [,IIADS2; both

were developed by Elliot Amidon(105,138).

Data is taken from resource mapsor orthophotoaraphs and

hand-coded on a uniform grid in one of over 2000 possible land use

and resource type codes. Within the system, data may be overlaid,

tabulated, and automatically displayed as mapsor tables. Output

includes acreage totals per land class, percentage of total area

per land class, and rates per acre such as timber volume and

value.

MIADS/t.IIADS2has been used by the Eldorado Hational Forest

in California, _s v;ell as by Soil _u,,_=,_........ ._ion _,_"_.... _,._A Forest

Service river basin planners in Berkeley, California; Atlanta,

Georgia; and Hawaii. As one of the pioneering information systems,

MIADS/KIADS 2 was found to be somewhat a'@ward to use, reaching an

economic limit at 50,000 cells* or five resource overlays. The

reason for this limit was not specified in the literature. It has

been reworked into other Forest Service systems (q,.'RIS, COKLUP,

GELO), and the grid geocoding has been abandoned in favor of polygon

systems(ll2).

*For comparison"
cells.

LU_IR uses 140,000 cells and ,..:"_TS,.,•uses 1,400,000
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MIADS/MIADS2has been adapted for a variety of computers:

the IBH 360, r.lodels 30, 50, and 65, the U_IVAC1108, and the CDC

6400. Programs are written in FORTRAN.

2.5.3.6.2 WRIS(Wildland Resource Information System)

WRISis a polygon system based in part on previous experience

with the deficiencies of the MIADS gridded system(106,112,172).

Like MIADS, it was developed at the Pacific Southwest Forest and

Range Experiment Station by Amidon and others. WRIS was created to

process spatial timber data when the task of data management grew

to 200-400 maps per year.

Input data is taken from forest stand maps derived from aerial

photography, transferred in polygon form to plastic overlays, and

hand-digitized or automatically scanned by a microdensitometer.

Coordinates stored with the data are State Plane coordinates and

.... gi' 'lacl_uoe-lo, _uae; transverse m_r_u, a_uJ "-'ut_,v_t_a,_ _,,o,,_v_,_

I,lercator are also available. Polygon size is five acres or larger,

depending on data type. Outputs include composite polygon maps,

township maps, area computations, and polygon union or intersection

maps.

WRIS currently runs on a U[IIVAC ll08, using tape, disk, and

drum stor_:ge and FORTRAH programs. Plans are under,,lay for an

adapted version in IBM-360 format, and a PL/I version of the programs

is being considered.

2.5.3.6.3 COMLUP (Computer Mapping for Land Use Planning)

CO>_LUP is a descendant of MiADS/I.IIADS 2 and 'IRIS, and is a

polygon overlay system based on data stored in grid cells(l12,173,174).
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Data can be stored in extremely small cells, down to .0006 acre, so

similar cells are aggregated to a polygon for analysis purposes.

In practice, there are seldom any maps available at this accuracy,

so .0006 acre is ohly a theoretical resolution.

COMLUP began with a 1971 study by Forest Service Region 4 for

the White Cloud-Boulder-Pioneer Mountains Comprehensive Land Use

Planning Area, which determined that an automated map overlay system

was desirable. Since most systems then operating were not suitable,

it was decided to develop a system keyed to available Forest Service

equipment. An initial test of a digitized geomorphic map showed

that the digitizer accuracy was sufficient, so program development

began.

Input accuracy depends on three things: map or photo scale,

digitizer type, and plotter type. The present system (a CALMA digi-

zer) will handle a grid as fine as .001 inch per cell; this is the

.O006-acre accuracy mentioned above, for a 15-minute USGS quadrangle

at 1:62,500. A drum plotter can reproduce this accuracy. In

the future, a microdensitometer will be used for some of the

digitizing; this will reduce accuracy to a .02-acre cell. This

is not much of a loss; the .0006 acre resolution would yield about

3 x 108 cells/map, which is more data than it is feasible to

store.

Input data types are not described in any reference. Output,

however, consists of composite maps and overlay maps prepared on a

Calcomp 900/I136 digital plotter, and reports of net acreage and

percent of total acreage for selected data types.
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Users as of 1973 were the Sawtooth Ilational Recreational Area,

the Idaho Primitive Area, Beaverhead National Forest, and the Teton

study a_eas in Region 4(173). As of September 1975, users were

the Caribou _atio_al Forest, Wasatch National Forest, Forest

Service Regional Office personnel in Ogden, Utah, and the Surface

Environment and Mining Office in Billings, Montana(174). The main

complaints of the latter users have been about the long time required

for digitizing base maps, and not about system operation(174).

It is not clear why the user community has completely changed in

two years.

CO_.ILUP runs on the CDC 3100 for Region 4, using four tape drives

and three disk drives. Part of it has been implemented on the U_IIVAC

ll08 at Fort Collins, Colorado, as well, as part of Project Inform

Programs are written in FORTRAN.

2.5.3.6.4 Project Inform

Project Inform is the most ambitious of Forest Service inFor-

mation system efforts (I12,140_. It consists of t_._o parts: GIM

(Generalized Information Management System), a soft'._re package

purcha, sed from TRW Corporation, and GELO (Geographic Locator), a

polygon overlay package descended from HIADS/HIADS2, _,.!2iS, and

CO_.ILUP. GELO is written, tested, and operating, but it has not yet

been optimized for run-time, cost, or storage space. Latitude and

lor.gitt_de coordinates are used, and this makes the system particu-

lar!y attractive for large-scale applications; for this reason,

PrujecL Inform is under consideration as the syste_ to be adapted

• ,JJ DA.for ge;_er_llzud information management in the '_
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Project Inform runs on the UNIVAC 1108 at Fort Collins, Colorado,

one of the Forest Service's four major computers.

2.5.3.6.5 RCS (Resource Capability System)

RCS is a three-part modeling system developed by the Pacific

Southwest Forest and Range Experiment Station in partnership with other

U.S. Forest Service staff(106). The three parts are the land productivity

model, the soil-water-climate model, and the linear programming model.

Together, the subsystems are intended to estimate land capability to

produce certain resources as related to soil, water, and climate con-

straints and a variety of management alternatives. Data for the first

two is stored in a WRIS-type system, and the outputs of those subsystems

are passed to the third.

The land productivity model uses as input physical land characteris-

tics, resource data, and climate data. Outputs are estimates of the

effect of various management policies on streamflow forage, fisheries,

wood fiber growth, outdoor recreation in visitor-days, and wildlife.

The soil-water-climate model simulates the effect of management

policies on water yield, erosion, and sediment load and estimates the

impact of drought, heavy rain, and other climatic events. Data inputs

are resource data, weather records, and records of management influences.

The output of the linear programming model has been used to generate

estimates of regional economic demand, for land use planning, and for

environmental impact statements.

The system has been used by the Pacific Southwest Survey, the

Beaverhead and Willamette National Forests, close to a dozen other

National Forests, and some smaller areas. The Beaverhead National

Forest has purchased the Computer Sciences Corporation's Data Management
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language as a data handling subsystem, and is considering COMLUPas a

display package.

The system runs on three separate UNIVAC1108 computers, using

batch processing in somecases and interactive in others.

2.5.3.6.5 TRAS(Timber ResourceAnalysis System)

TRASwas developed before 1970 by the U.S. Forest Survey staff of

the Forest Economicsand Marketing Researchgroup in Washington, D. C.,

to inventory and analyze timber supplies(106). Inputs include forest

stand summaries in tabular form by state, working circle, or region, as

well as rates of growth, mortality, and removal as measured from ground

studies. Outputs include: tables of annual change in numbers per dia-

meter class at two-inch intervals, projections of future timber volume

for various growth rates and removal rates, projections of future stand

density for various growth, removal, and mortality rates, and projections

of forest stand by species and diameter. TRASis used both for simple

,,_A_ _ __A_ _ _^_ _A^I_ ..... _ _ ....... _ ..... _^ _,_

forest management policy.

TRAS has been adopted for a variety of Forest Service computers:

IBM 360/50, CDC 6600, RCA Spectra 70/45, and IBM 7094. Programs are

written in FORTRAN.

2.5.4 Emerging Computerized Geographic Information Systems in
The BLM and USDA

In our investigations of information systems, we have become aware

of current efforts to define user needs and to design systems by and

for the Bureau of Land Management and for the Department of Agriculture.

2.4.5.1 Bureau of Land Manaqement

The Bureau of Land Management, part of the U.S. Department of

the Interior, is currently finishing a major investigation of its
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information needs(176,177) within the past fifteen years, the Bureau

has begun to use automatic data processing for administrative tasks

such aspayroll, but has not computerized its resource managementdata.

A study was therefore commissioned under the direction of JamesLinne,

to examine agency information needs and to prepare a plan by which com-

puter technology and remote sensing technology could be used to ease the

data managementburden. A team of six IBM staff and six BLMrepresen-

tatives has prepared a final report, which awaits input from State BLM

Directors during Fall 1975 before being released for publication.

2.5.4.2 U.S. Department of Aqriculture

The U.S. Department of Agriculture has commissioned a task force

to assess its internal data needs and to evaluate the usefulness of

remote sensing and data processing in meeting those needs.(l12,178)

Eight services (sub-agencies of the Agriculture Department) are repre-

sented because they are heavy data users:

Agricultural Stabilization and Conservation Service
Animal and Plant Health Inspection Service
Economic Research Service
Extension Service
Foreign Agricultural Service
Forest Service
Statistical Reporting Service
Soil Conservation Service

In addition, four services are included as advisory agencies:

Agricultural Research Service
Cooperative State Research Service
Office of Information Systems
Office of Planning and Evaluation

The first phase of the study is now complete and has resulted in

a list of 3100 data needs. After cataloguing and computerizing the

needs, the USDA team divided them into six general types: soils-weather,

forestry, crops, mining, meat-poultry-wildlife, and recreation. An
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initial intensive meeting was held in July, 1975, to study the soils-

weather group, and similar meetings were planned for the remainder

throughout the fall of 1975. The goal is to prepare a combined list of

about 1500 data needs, recommendationsas to the usefulness of remote

sensing for those needs, and advice on the establishment of a data

distribution system.

At the same time, USDAis moving to improve their existing computer

centers located in Washington, D. C., NewOrleans, Fort Collins, Colorado,

and Kansas City. A request for proposals has been issued through the

General Service Administration which includes advertisements for four

new host computers and a fifth optional one for the USDAcomputer

center.

Another important indication that USDAis improving its information

system is the moveto establish Agricultural Service Centers. (See

Section 2.4) Twoyears ago, the Secretary of Agriculture announceda

I_5 IlblUUI

SRS, SCS, annd ASCS have offices in nearly every U.S. county. Generally,

these offices are not in the same building. About one thousand

Agricultural Service Center sites have been chosen so far. These

centers would allow better interaction among the agencies, and could

provide better service, including computer terminals, at lower cost than

do the separate sites.

2.5.5 Conclusions*

A large number of important geographic information systems are in

existence or being planned at all levels of government. They use a

*Recall that tile performance of the systems discussed here is examined
more thoroughly in Section 2.9.
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variety of hardware and software systems; employ a variety of inputs,

outputs, geocoding and georeferencing systems, and processing techniques;

and exist in a variety of organizational settings.

It will not be easy for an Earth Observations Data Management

System (EODMS)to interface with all or most of these systems, unless

it possesses incredible flexibility with regard to the structure of the

user community. On the other hand, most of the information systems we

have reviewed are still in their formative period, ranging from user

studies to operational systems with a few users (see Section 2.9).

Therefore, time remains for a large, well-funded, well-coordinated federal

effort involving EODMSimplementation to establish standard procedures

and specifications to which most existing systems might be able to adopt,

so that all systems could take advantage of the potential utility of

EODMS.If, however, EODMSwere to be delayed for several more years,

more systems will be firmly established and the difficulties of federal

coordination will have grown considerably. The situation is not unlike

that which faced the early railroads in selecting track width. An early

decision was prudent; a later decision would have been an opportunity

forgone.
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2.6 FEDERALINFORMATIONSYSTEMPOLICY

The development of an operational Earth Observation Data Management

System (EODMS)could result in a major extension of government involve-

ment in information dissemination, particularly in the natural resource

sector. Therefore, it is important to examine relevant past and pre-

sent government policy towards information systems. Insights into

information policy considerations are useful both in outlining system

alternatives (see Chapter 6) and in identifying the potential impacts

of EODMSsystems (see Chapter 7).

The government's policy towards establishing and recovering costs

of information products maybe a major factor in system design and

acceptance. Through the GovernmentPrinting Office and the National

Technical Information Center, the U.S. operates a major informa-

tion enterprise. The EROSData Center provides products at costs that

probably do not reflect all system development costs.

_,,_ _,_r,u_ _=,,, Lu ,,,u,_a_ _,,a_ _,_ government ,,,ay u_ ,,uv,,,y

towards full recovery of costs of information products. If this is the

case, it may prove difficult for users to acquire the funds necessary

to tie into certain system configurations. At this point,

much of this is speculative on our part. We expect to explore these

matters more fully in the final Needs Analysis Report.

We divide the material in this Chapter into two major areas:

i) paying for data acquisition, and ii) coordination of present infor-

mation system activities. Legal and political limits to such coordina-

tion are also examined.

Under paying for data acquisition, several methods presently in

use are examined. Under coordination, two major agencies, the Office of
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Management and Budget and the General Services Administration are examined

with respect to information systems. The reader should note that in

Sections 2.4 and 2.5 the design and operation of a number of existing

federal information systems are discussed in detail.

2.6.1 Payin 9 for Data Acquisition

One problem to be considered when dealing with an EODMS is that of

cost to the user. The federal government has experimented with various

types of charges for services rendered. In an effort to touch upon this

issue, we will examine some of the policies that are presently followed

in existing systems. These include cost-sharing and contracting. In

addition there are two federal laws that may greatly affect data prices

and system viability. They are the Freedom of Information Act and the

Privacy Act.

2.6.1.1 Federal/State Cost Sharing

Several federal agencies cooperate with their state counterparts in

_lU_l Qlll3 UII _ _U3L--311a| II1_ U_ 13. liter _ dl_ _WU L_3 UI LU3_-3fldr'l|l_.

In one, the state agency does the work and the federal agency pays part

of the program expenses. In the second type, the federal agency per-

forms the task, and the state pays part of the expenses, plus

any extra information it requests.

An example of the first type of program is the Cooperative Forest

Management Program (CFM) supervised by the State and Private Forestry

section of the U.S. Forest Service. Under CFM, state farm foresters

provide technical advice and services to private landowners, wood pro-

cessors, forest operators, and public agencies regarding all aspects

(planting, multiple use, thinning, harvesting, marketing, processing) of

forestry. There are several other programs, including the Agricultural
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Conservation Program (ACP) run by the Agricultural Stabilization and

Conservation Service (ASCS), which ° also cost-share with the state forestry

agency. Each farm or service forester keeps a record of the time

spent each day working on each program and the Forest Service pays for

part of the time the forester spends on CFM. The amount of cost-

sharing varies from state to state.

The Geological Survey (USGS) is an example of the second type of agency

using cost-sharing. Present plans call for mapping the entire country at

1:24,000. If a state desires to be mapped before it is scheduled to be,

the state must pay a percentage of the mapping costs. The percentage

varies. However, if a state wants a special product, such as a slope

map, it must reimburse the USGS for the full cost.

2.6.1.2 Private Sector Contract Role

The private sector, especially consulting firms, and private

aerial photography firms is an integral part of government operations

at severa| leveis. The federal government frequently contracts with

such firms to do projects, or to perform specific research. Contracts

are also made with other sections of the private sector, such as

universities. Many types of data are collected under such agreements.

Aerial photography is frequently acquired and interpreted by private

firms, especially for the USGS but also for state and local agencies.

The USGS sets standard specifications for such aerial photography. In

addition, they check the firm's cameras for accuracy.

2.6.1.3 Data Products Pricing Policy

Under Title 15 of the U.S. Code, agencies such as the National Tech-

nical Information Service (NTIS) are required to recover costs from

sales. To this end, NTIS is set up so that the distribution of its
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products is self-sustaining due to the fees charged for the information

and sale of its products and services.

The USGS charges reproduction costs for topographic maps. Full

cost is charged for the initial production of special products, but only

reproduction costs are recovered thereafter.

2.6.1.4 Freedom of Information Act

Under the Freedom of Information Act of 1974, all types of federal

information are available upon request to the public, with nine exceptions.

These exceptions include classified and secret material, internal agency

personnel rules and practices, information exempt by statute (e.g.

income tax returns), trade secrets and other commercial and financial

information, intra-agency and inter-agency memos or letters not available

by law to any party except an agency in litigation with the agency (e.g.

memos recommending policy changes), personnel and medical files and any

other such private files, and investigatory files. The last two are

b_blQl lllb_l ebb _A_lll_blUllb bUllb_llllll_ UI I W_I I gllU U_II_III_ IIlIUIIII_blUlI.

An agency has ten working days to respond to a request. A lack of

response constitutes a denial, and the individual has the right to

appeal. The government has 20 working days to reply.(179)

Under the Freedom of Information Act, each agency is required to

draw up and make public a schedule of fees. "Such fees shall be limited

to reasonable standard charges for document search and duplication and

provide for recovery of only the direct costs of such search and dupli-

cation. Documents shall be furnished without charge or at a reduced

charge where the agency determines that waiver or reduction of the fee

is in the public interest because furnishing the information can be

considered as primarily benefiting the general public."(180)
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With respect to an EODMS, the above list sets one precedent - costs

can be recovered for search and duplication. This means that not only

reproduction costs, but personnel time can be included in the price of

a product. How far "personnel time" can or will be stretched is not yet

known. There will be many people involved in the processing of an EODMS

product. Recovery of their wages in some way may be desirable for an

EODMS. Can computer time be recovered from the product purchaser also?

Such questions may eventually be answered in the courts.

2.6.1.5 Privacy Act

The Privacy Act of 1974 points out the increasing threat to indivi-

dual privacy by the collection and dissemination of personal information

by federal agencies. In addition, it is recognized that computers and

other "sophisticated information technology"(181) can contribute to this

intrusion. Such technology may include satellites and other remote

sensors. The Act gives Congress the authority to regulate the collection,

use, and dissemination of personal information, and individuals Che

right to access their records. In addition, agencies are required to

give Congress and the Office of Management and Budget notice of any

proposal to alter or establish any system of records in order that the

system may be evaluated with respect to impact on individual privacy and,

among other things, separation of governmental powers. A Privacy

Protection Study Commission was formed to "make a study of the data

banks, automated data processing programs, and information systems of

governmental, regional, and private organizations"081) to determine what

regulations have been enacted for protection of personal information.

An EODMS would fall within the study area of the Commission if

personal info_ll_ation were collected and disseminated. This personal
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information must be defined and if collected in an EODMS,measures must

be taken to protect it. The question arises as to whether, for example,

would low altitude photos of a person's land jeopardize those individual

rights Congress seeks to protect? These include the rights to job

opportunity, insurance, credit, and due process of law. Does a large

scale land use or land cover mapviolate these rights? Howabout a

computer map illustrating point sources of pollution? An EODMScould

face manysuch challenges based on the Privacy Act, but before decisions

can be made, terms such as "personal information" must be defined in

detail.

2.6.2 Coordination of Information System Activity

The Federal Government is very much involved in the dissemination

of information, but there is no central agency for coordinating such

activities. Rather, several agencies have apart in doing so. Two that

may have significant impact, the Office of Management and Budget and the

General Services Administration, are discussed in the following sections.

2.6.2.1 Role of Office of Management and Budget

The Office of Management and Budget (OMB) has many functions. Of

interest when planning an EODMS are those related to administration of

the budget, recommendations to the President regarding legislation,

coordination and development of federal and other statistical services,

and development of information systems to provide the President with

program performance data.(18_ OMB, therefore, holds the purse strings,

has the President's ear, and is acquainted with various kinds of informa-

tion systems. The implication for an EODMS are great. In essence, OMB

must support the idea of an EODMS so that the President will be urged to

accept the legislation, and that afterwards funding will be assured.
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Since OMBhas had experience with information systems, their input and

suggestions for an EODMScould be very significant.

2.6.2.2 Role of the General Services Administration

The General Services Administration (GSA) is responsible for many

programs. Three of these are data management related.

The Federal Information Centers (FIC) Program provides clearinghouses

for information about the federal government. Any citizen can contact

by phone, mail, or visit one of the Federal Information Centers with

questions related to the government. The FIC will either obtain the

requested information or refer the citizen to someone who can. The Centers

can often answer questions about state and local governments, as well.

FIC operates in 36 major cities and is connected by toll-free telephone

lines to 37 other cities.

The GSA Automated Data and Telecommunications Service, among other

functions, is the single purchaser of automatic data processing equipment

for the yovernmenL. _"_l yuver_mz_w_i_ ..........r_u_ fo_ ....._u_,_ =_ui"_,,,=,,_ are

made through this service, which then determines the capacity required.

The National Archives and Records Service archives important

government documents and supplies data from these records upon request.

They are deeply involved in records management and will give technical

advice and assistance in this area if asked.

GSA could have much influence over EODMS development, based on

their experience in collecting, storing, and disseminating information

and on their role as chief purchasing agency for automatic data processing

equipment

2.6.3 Limits to Information System Coordination The Concern
Over Privacy, Access, and Security

Large-scale information systems which serve many users require

careful design concerning privacy, access and security. On one hand.
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there may have to be someway to limit access to certain information on

grounds of privacy. On the other, access must not be unnecessarily

restrictive in keeping with the ideas of freedom of information. Security

of information systems is an issue which is receiving increased atten-

tion.

Questions of privacy arose in part in recent years in connection

with a proposal for a national data bank and a FEDNETsystem which

would pool data from a wide variety of federal agencies. In an EODMS,

if only natural resources agencies are involved and only natural resources

information is available, then there maybe less concern than if a

larger spectrum of agencies, such as those concerned with defense,

revenue collection, or criminal investigations, are involved. However,

issues could arise if certain local or state natural resource or planning

data were disseminated outside of the locality in question through a

system which is national in scope.

treated natural crop forecasts with great care, releasing the information

in a manner that gives no speculator an unfair advantage. System design

must becognfzantof such practices. Pricing policy for products and

the form of the products may also determine the extent to which large

organizations can benefit from the data at the expense of smaller

organizations. These and other considerations will be examined in more

detail in Chapter 7.
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2.7 FORCESANDTRE_IDSIN INFORMATIONDEMANDAT THESTATEANDLOCALLEVEL

2.7.1 Role of Federal Legislation '

2.7.1.I Overview

Much of the legislation passed during the last ten years has mandated

a vast increase in tile scope and detail of data to be collected by state

and local agencies. Regulations have emerged concerning specific locations

such as critical environmental areas, floodplains and dams. Such regula-

tions imply the need for very specific data in order to establish guide-

lines and enforce the requirements set forth in each act. The specific

data items needed to carry out a given piece of legislation depend upon

the interpretation made by the agency in charge.

The following review of selected recent legislation gives a general

idea of tile broad scope and detail of data needed to carry out each act

and an indication of the funding provisions available for data collection

purposes. A prospective data management system should take into account

these newly emerging data requirements, which many agencies are only now

beginning to deal with.

2.7.1.2 HUD 701 Comprehensive Planning Assistance; Section 701(a) of the

Housing Act of 1954 as amended by the Housina and Community

Development Act of 1974

According to the HUD applicability regulations as outlined August 22,

1975, in the Federal Register, (183.)the levels of agencies eligible for

HUD Comprehensive Planning Assistance, including state, large city, urban,

county, locality, area_Hde planning organization, or Indian tribal group

or body. Funding assistance is available for an array of comprehensive

planning related activities such as the development of a policy-planning

evaluation capacity and response to changing economic conditions.
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Applicants must comply with a numberof special requirements in order

to receive ComprehensivePlanning Assistance. Planning activities must be

in full accordance with the National Environmental Policy Act of 1969. To

do this, environmental planning must be included in the comprehensive plan-

ning process and an environmental assessment mustbe madein cases of plans

or policies for land use, major community facilities, major utility systems,

major transportation systems or the protection of natural areas.

planning activities must also be in agreement with the National His-

toric Preservation Act of 1966. The planning process must include the

preservation and enhancementof historic and cultural sites, districts,

buildings, structures and objects.

There is a detailed housing element required toward the goal of a

decent homeand suitable living environment for every American family as

outlined in the Federal Housing Act of 1968. The details of this housing

element are outlined according to state agencies; areawide planning organiza-

tions; and large cities, urban counties and localities.

In addition to the housing element, those sameagencies are expected

to include a detailed integrated land use element in their planning process.

States and areawide planning organizations must include long and short term

land use policies and appropriate legislative proposals regarding where growth

should and should not take place; the type, intensity and timing of growth;

guidelines for implementing growth procedures; and a method for coordinating

the various land use plans throughout the state.

Planning activites must also be in compliance with the Civil Rights Act

of 1964 and must include citizen participation where major plans or policies

are being determined.
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The implication for data needs as a result of these recent 701 Funding

requirements is that detailed environmental, historic site, housing and

land use data must be collected and integrated. Statewide standardization

of a land use classification system and meansof collecting, recording

and storing data would obviously be helpful, although not specifically

required.

Funding grants for carrying out the comprehensive planning programs,

which must contain land use and housing elements, are not to exceed two-

thirds of the estimated cost of the work. As of August, 1977, the housing

and land use elements must be in progress for an agency to be eligible for

funding. The legislation authorized the appropriation of no more than

$130,000,000 for 1975 and no more than $150,000,000 for 1976. Out of

these funds, the Secretary is allowed approximately $I0,000,000 for research

and demonstration projects which further the techniques used for compre-

hensive planning and studies to aid in needed state legislative revisions

for local government operations. Up to 80 per cent of the amount needed

for public officials to carry out tile planned programs may be granted to

the appropriate government agencies.(183)

2.7.1.3 National Flood Insurance Program Based on National Flood Insurance

Act of 1968_ as Amended and the Flood Disaster Protection Act of

1973

The National Flood Insurance Program is a federally-subsidized

insurance program authorized in 1968 by Congress to provide flood insurance

protection for those property owners unable to obtain coverage up until

that time. In return for the federally-subsidized insurance, state and

local governments are required to adopt land use plans which will eliminate

or reduce flood damage within their flood-prone areas.

Tile Program was expanded in 1973 when Congress passed the Flood
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Disaster Protection Act. This Act increased the flood insurance coverage

available and imposed two new requirements on property owners and communities.

One of the additional stipulations was that all identified flood-prone com-

munities must enter the program by July I, 1975, since extended to December

31, 1975. The second added requirement was that all property owners in

flood-prone communities where flood insurance is being sold must purchase

insurance also to be eligible for any newor additional federal or federally-

related financial assistance. (184)

State and local land use measures are required to constrict the develop-

ment of land exposed to flooding, guide proposed construction development

away from flood endangered areas; and, in general, improve the long-term

managementof flood-prone areas. (185)

Data needs for carrying out the National Flood Insurance Program in-

clude flood-plain boundaries, current and proposed land-use in flood-prone

areas, land ownership in those areas, and the array of natural resources

information concerning the physical characteristics of the floodplain.

The collection of data for the identification and mapping of flood

hazard areas and flood-risk zones is to be accelerated through consultation

with the heads of various federal agencies already involved in the identi-

fication of flood zones. Someof these agencies include the Secretary of

the Interior (through the Geological Survey), the Secretary of Defense

(through the Army Corps of Engineers), the Secretary of Commerce(through

the Hational Oceanic and Atmospheric Administration), the Secretary of

Agriculture (through the Soil Conservation Service), and the head of the

Tennessee Valley Authority. (185)

Funding for all phases of the Program is provided through premiums

paid by tile insured parties and deposited into the National Flood
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Insurance Fund. Further financing is provided through authorized borrow-

ings from the Secretary of the Treasury for amounts not to exceed $500,000,000

in total without the approval of the President and not to exceed $I,000,000,000

with the approval of the President. (185)

2.7.1.4 National Dam Safety Act

The National Dam Safety Act of 1972 required the Corps of Engineers to

inventory all human-made dams over 25 feet high. The location and description

of these dams was collected on a state-by-state basis and the computerized

processing was handled at the federal level. The Act contained no provisions

for updating this inventory.(186)

Types of data collected included the location, size and age of dams;

volume of water held; purpose and the listing of dams by county and by topo-

graphic area.

Funding for the implementation of this act has been provided through

the Army Corps of Engineers.

2.7.1.5 Federal Water Pollution Control Act Amendments of 1972

The Federal Water Pollution Control Act Amendments of 1972 established

a National Pollutant Discharge Elimination System (NPDES), a Municipal

Wastewater Facility Construction Grant Program, and a Water Quality Plan-

ning Program.

Under the National Pollutant Discharge Elimination System applicants

are required to apply for a permit to discharge into waterbodies. They

must supply the detailed data needed for their permit and monitor their

allowable discharge agreed upon in the permit.(187)

The Hunicipal Wastewater Facilities Program deals with the planning

of new treatment facilities and the expansion of existing facilities.(187)
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Section 201 of the Act also provides for the availability of Federal funds

for the construction of such public facilities by state, municipal, inter-

municipal or interstate agencies. (188)

The Water Quality Planning Programis described in Sections 208 and

303 of the Act. Section 208 defines the needs for water quality planning

on an areawide basis, particularly those areas with urban industrial con-

centrations. A wide range of areawide and detailed socio-economic and

natural resources data, particularly water-related is required to carry

out the' 208 Planning Process'.

Some of the tasks included in the planning process for Section 208

i ncl ude

--the identification of treatment facilities needed to handle the
area's municipal and industrial effluent over a twenty-year time
period,

--the scheduling of construction priorities for those facilities
and a time framework for completing them,

--the identification of the factors involved in carrying out the
plan such as cost and economic, social and environmental
impacts,

--defining a process to identify agricultural, silvilcultural,
mine-related, and construction activity related non-point
sources, and

--outlining a process to control the disposition of all residual
wastes generated in the area capable of causing water pollution. (188)

The planning provisions in Section 303 of the Act deal largely with

the scope of entire river basins. Key tasks required in this Section

include:

--establishing water quality standards for intra-state waters;

--revising water quality standards every three years to further
enhance water quality;
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--identifying the waters for which existing effluent limitations
are not sufficient to meet water quality standards, priorities
amongthose waters, and waste load allocations for them,

--identifyingthe waters for which required controls on thermal
discharges are not sufficient to propagate a balanced popula-
tion of fish, shellfish and wildlife; and

--establishing thermal waste load allocations for those waters
mentioned above. (187)

The tasks outlined for 303 Planning are not as detailed as those in

Section 208. However, it is obvious that detailed data on water quality

and habitat are needed, as well as data regarding the characteristics of

the river basin areas.

The Act provides for specific funding allocations for each sub-

section within it. Funding specifically for 208 Planning was appropri-

ated for an amount not to exceed $50,000,000 in each fiscal year 1973 and

1974. The amount stated for basin planning was $200,000,000.(188)

2.7.1.6 The Wild and Scenic Rivers Act

The Wild and Scenic Rivers Act of October, 1968 established a

national wild and scenic rivers system in order to allow for the preser-

vation of free flowing waters in the United States. There are three classes

in which designated rivers may fall. To be classified as a "wild river

area" there must be no impoundments on the section of river under consid-

eration, and access is possible only by a trail. In addition, the water-

sheds or shorelines must be undeveloped, and the waters unpolluted. A

"scenic river area" is essentially the same as a "wild river area", but

it is accessible in places by roads. A "recreational river area" can

readily be reached by roads, the shoreline may be developed to some

extent, and thus it may have been impounded or diverted in the _ast.
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The Act designates eight river segments as componentsof the system,

(including the Eleven Point River in Missouri) and assigns managementof

these areas to the Secretary of Interior, or, where the river is on National

Forest land, to the Secretary of Agriculture, or, where necessary, to both

Secretaries. Twenty-seven rivers are recommendedfor further study. The

Departments of Interior and Agriculture are to determine the boundaries and

classification of the designated rivers, and submit the above along with

plans for development to the President and to the Speaker of the House.

Provision is madefor additions to the system by allowing Interior

and/or Agriculture to submit proposals for inclusion to the President and

Congress. A report showing the area under study, its characteristics,

potential effect of its addition to the system on land and water use;

suggesting a form of administration and management;and outlining estimated

costs of acquiring the !and, shall accompanythe proposal.

WhereNational Forest land is involved, the Secretary of Agriculture

shall be responsible for managementof the area.

No dams, reservoirs, powerhouses, or other federal project works are

permitted on the designated rivers. Mining under certain conditions is

permitted on land contained in the system.

Interior, Agriculture, and HEWare charged with advising and assisting

state, local, and private interests with respect to establishing wild,

scenic, and recreational river areas.

Someof the types of data neededfor this work include the location

and characteristics of rivers, land cover, aquatic data, current land use,

population distribution and recreation demandfor the areas of concern.

Up to seventeen million dollars was appropriated for fulfillment of

the tasks discussed above.
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2.7.1.7 The Forest and Rangeland Renewable Resources Plannin_ Act

The Forest and Rangeland Renewable Resources Planning Act of 1974

charges tile U.S. Forest Service with the preparation of a Renewable Resource

Assessment which is due in December, 1976, and will be updated every ten years

beginning in 1979. The Assessment is to include an analysis of present and

future supply and demand for renewable resources, with consideration for

the international resource situation and price, supply, and demand trends;

a program description of the Forest Service; identification and classifi-

cation of policy issues, laws, and regulations that may influence forest and

range management; and an inventory of present and potential renewable

resources including both opportunities for improving yield, and expected

federal costs and returns.

The Secretary of Agriculture is to have access to data necessary to

complete the Assessment. He is authorized to make and update a comprehen-

sive survey and analysis of present and future needs of forest and range

lands in the U,S. Twenty million dollars per fiscal year are appropriated

for collection of data for the Assessment.

In additional to the Assessment, the Forest Service must prepare a

recommended Reneuable Resource Program to be completed in December, 1976,

and to be updated in the first half of each fifth fiscal year thereafter.

This is to be submitted to the President and to include recommendations

for protection, management, and development of the National Forest System;

cooperative Forest Service programs; and research. The Program must be in

accordance with the Hultiple-Use Sustained-Yield Act of 1960, and the

National Environ_ental Protection Act of 1969. Required economic infor-

mation includes an inventory of specific needs for investment in public

and private progr_-uns; identification of present and potential costs and
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benefits of each program; a discussion of program opportunity priorities

including costs and benefits; and a specific list of personnel require-

ments for each program. A detailed, current inventory of all National

Forest Renewableresources is also required, as are interdisciplinary

managementplans for National Forest units, whichtake into consideration

economic, biological, and other aspects.

The Forest Service has been given until the year 2000 to catch up on

needed cost-effective stand improvements and to install and operate planned,

intensive, multiple-use, sustained-yield managementpractices. The annual

budget is to makeprovisions for elimination of such backlogs.

A transportation system is to be constructed to meet the anticipated

needs of National Forests. Budget requests should include provisions for

this.

The Secretary of Agriculture is instructed to utilize information and

data available through other federal, state, and private groups andto avoid

duplication of data collection efforts.

To complete the manytasks set forthin this Act, the Forest Service

will need a variety of data, especially of the type that is required for a

timber inventory (i.e. stand location, area, age density, composition, class,

etc.) Economicdata and projections will be needed, as will policy projec-

tions. Muchbenefit-cost data are required. The transportation system

will demandengineering geology data, topographic information, land use

data, and recreational use studies.

2.7.1.8 National Environmental Policy Act of 1969

The National Environmental Policy Act announced general intentions of

providing for a quality environment through such measures as the preserva-

tion of the historical aspects of our heritage, the recycling of depletable
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resources and achieving a balance between population and resource use. The

Council on Environmental Quality was established to assure that ecological

considerations aregiven appropriate consideration, along with technical and

economic factors, in the decision-making process. The basic tool for carry-

ing out this function was the requirement for an environmental impact state-

ment for every federally proposed action or legislation significantly

effecting the quality of the humanenvironment.

The Act originally authorized $300,000 in funds to carry out its pro-

visions in 1970, $700,000 for fiscal year 1971, and $I,000,000 for each

fiscal year to follow.(189) However, the actual amounts of appropriated

funds have varied from year to year. Further, these amounts do not in any

sense reflect the muchgreater expenditures for compliance with the Act by

individual agencies.

The preparation of environmental impact statements creates the greatest

demandfor data collection in this Act. These statements must include a

description of the proposed action and of the environment affected; the

probable impact of the action on that environment; alternatives to the

proposed action, including those which may not be within the authority of

the reporting agency; and probable adverse environmental effects which can-

not be avoided; the relationship between local short-term uses of that

environment and tile maintenance and enhancementof its long-term quality;

and any irreversible or irretrievable commitmentsof resources which would

result from the implementation of the proposed action.(190)

Regardless of the manner in which any agency interprets these require-

ments, a vast array of detailed natural resources, particularly ecological,

data is required to produce such a statement. Varying degrees of socio-
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economic data are also required.

2.7.1.9 National Land Use Plannin_

Several unsuccessful attempts were made during 1973-1974 by Congress

to pass federal land use planning legislation. In essence, this type of

legislation would have encouraged statewide land use planning through the

state government systems. It also _'_ould have provided for some sort of

centralized land use information system incorporating a broad range of

socio-economic data.

Several resulting implications would have resulted concerning data

needs had any of these federal proposals been approved, or if a similar

measure is approved in the future. The collection of land use data would

be even more intensive than it currently is, but at the same time it would

ha rniJnh mnr_ tJn_fnrm _nH nn_hl_t _nt_n÷_,,_ ,,,_-h _11_4_ .... 4-_- .... 4A_

bases and storage in a centralized federal computer system. Statewide land

use inventories and data updates would tend to become standardized. A

uniform system of land use classification would have to be agreed upon.

According to a Council of State Governments report,(191) much of the

data required by the defeated proposals for program implementation are more

complex and difficult to acquire than those used in the actual planning process.

Some of the problem tasks identified include:

--the identification and regulation of large scale developments
and areas of critical concern.

--the recognition of reciprocal impacts of local tax bases and
revenues on land use programs and policies, and

--the coordination of the many various local, regional, state

and interstate programs with the land use planning process.(191)

2.7.2 Role of State Legislation

In addition to recent federal legislation, and often in response to it,

much state legislation is being approved which requires as much, if not
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greater detail, as the current federal Acts. Somestates, such as Minnesota,

have manystate-level requirements concerning critical environmental areas,

floodplains and other land uses, while other states such as Missouri, are

just beginning to look toward such state-level controls. Data management

alternatives must be able to plan for such emerging data requirements for

state and local agencies. Typical legislation of this type is discussed in

the following:

2.7.2.1 State Environmental Impact Programs

Minnesota and Wisconsin are the two states within the study region which

require Environmental Impact Statements through state legislation. The

Wisconsin Environmental Policy Act, passed in 1971, authorizes the State

Department of Natural Resources to require an applicant for any permit the

,",- - - .,_.... L---" .,- ....... _"......... ..,._ r_puru I.,I IU IIIu_pcirti-ilerlt issues uu :_UUlill_ art _llVlr'Urlllir_llbdl impact ........ if .L^ area "-

consideration exceeds40 acres or if the estimated cost of the project is

greater than $25,000. (192)

The Minnesota !973 Environmental Policy Act(!93) requires an Environ-

mental Impact Statement for any major government or private action of more

than local significance which has the potential of causing significant

environmental effects. The Environmental Quality Council determines whether

an EIS is needed or not through the preparation of an environmental assess-

ment, a brief report describing the area in question, the proposed action,

and its anticipated environmental effects.(193)

The content requirements for an Environmental Impact Statement in

Minnesot_ are an indication of the needed data inputs for a state-level EIS.

Those requirei::ents include information on:

--the environm, ental impact of the action proposed_

--economic and employment effects_

--the natur_l resources co_litments involved,
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--the comparison of short term local uses of the area with a long
term synoptic view of the area,

--alternatives to the action proposed,

--the impact of any federal controls associated with the action on
state government, and

--interstate responsibilities

2.7.2.2 Strip-Mining Legislation: Missouri

Two bills were passed by the Missouri Legislature in 1971 concerning

surface mining practices. One pertains to the strip mining of coal and

barite and the other to the surface mining of clay, limestone and gravel.

Through this legislation a Land Reclamation Commission was established as

a division in the State Geological Survey, now under the Division of

Environmental Quality Division of the Department of Natural Resources. A

,l,,,=u La,lu _u,,_=rva_tuz_ ru_u wa_ set up to llUiCi..... lllUll (es cuiiected and admin_

istered by the Commission. This Commission is also charged with issuing

annual permits for any surface or strip mining operations.

Tnfnmm_finn np_H_H i_n_ fh,, n_Y-m_f _nnl_r_'_n_ rm,_'r h_ n_,n_,_AoA N_,

the mine operator. Some of the kinds of data required in the permit process

include a map locating the area to be mined; the names of the owners of

adjacent lands; the names and locations of all streams, or other public

bodies of water, roads, buildings, cemeteries, oil and gas wells, and

utility lines on or within 660 feet of the area to be mined; and a drainage

plan indicating the direction of flow of water run-off from the mined area.

All of these data needs are very site specific.

As part of the permit system, the legislation also specifies detailed

reclamation practices to be carried out by the permit holders.

2.7.2.3 Power Plant Siting Act

The I,linnesota State Legislature approved a Power Plant Siting Act (194)



-238-

in 1973. This Act gave the state's Environmental Quality Council the

authority to site all power plants over 50 megawatts in generating capacity

and to route all transmission lines with voltage capacities of 200 kilovolts

or more.

To carry out the responsibilities of this Act, the EQChas set up

guidelines for two major tasks: I) specific route or site selection in

response to a utility company's application; and 2) the annual production

of an inventory of potential corridors and sites. The criteria for these

selections is based on the three following categories:

preferred areas: those which are economically feasible and have a
minimum of detrimental environmental effects;

avoidance areas: those such as state historical sites, which will
not be selected when a reasonable alternative remains;

excl..J-_ _, ................ _ ............ : ........... -j_._uu_u areas: _u_ _r_ uu_u_ u_ con_u_r-_un zur _urr',uur
or site selection such as areas for which such use would violate

state or federal legislation;

Some of the data needed for these tasks include current and proposed

Innrl ir_ fh_ Inr_i-inn anH nnf1_m_ ng nnvprnrnmnf r_nlll_f#=H mr#=_ InnH rnvpr

data, the location of historic sites, a more detailed environmental descrip-

tion of areas of potential selection, the current demands of the population

for electrical power, and requirements and alternatives in new technology.

2.7.2.4 Critical Areas Legislation

A Critical Areas Act (194)was passed in Minnesota in 1973 to provide a

process for the planning and management of development wllich is compatible

with the protection of areas of public interest such as historical, cultural,

scientific or natural resources areas.

Anyone within the state can propose critical protection designation of

an area showing significant public interest, the unavailability of any other

means of protection, and a legal delineation of the area's boundaries. The
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Governor, through the aid of the Environmental Quality Council, decides

whether to officially designate an area. Once an area is designated as a

critical environmental area, the Environmental Quality Council provides the

plans and regulations for the area, which are then updated every two years.

For such legislation, very site specific data must be available.

2.7.2.5 Shoreland Management Act

The 1969 Minnesota Shoreland Management Act(195) required I) the State

Commissioner of Conservation to establish minimum standards and criteria

for the use and development of shoreland areas, and 2) the adoption of a

shoreland zoning and sanitary ordinance incorporating at least these mini-

mum standards by each county government in Minnesota.

The Act is concerned with all land areas within 1,000 feet of a lake,

pond or reservoir or within _uu feet of a stream or river. The ......... _-:3 L, dl I U(:l. FU:_

adopted by the Con_nissioner of Natural Resources include the categorization

of water areas into three broad classes: natural environment lakes and

streams, ;;here development wo,!d ca_se severe problems so that the areas

should remain in a natural state as much as possible; recreational develop-

ment lakes, which could be moderately developed; and _eneral development

lakes and streams which are capable of multiple-use and relatively high

development. ( 196A)

The minimum criteria and standards set forth by the Commission

include:

I)

2)

classification of public waters,

regulations to govern the type and location of sanitary
disposal operations in shoreland areas,

3) regulations which specify the size and length of water
frontage for lots suitable as building sites,

4) the regulation of structure placement relative to
shorelines and roads,

5) stipulations concerning the preservation or alteration of
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the natural landscape,

6) guidelines to control the subdivision of shoreland areas,
and

7) means for dealing with variances to the minimum criteria and
standards. (196A)

State and particularly county governments need detailed data for their

shoreland areas. Some of this data includes: shoreline boundary location,

water body location and characteristics, current land use patterns, popula-

tion distribution patterns and densities, sanitary and waste disposal demands

and capabilities, location of roads within the shoreland areas, land cover,

and vegetation characteristics.

2.7.3 Role of New and Emerging Problem Areas in EODMS Design

In our continually changing environment, decision-makers and

techne!ogists are constantly called upon to deal with new problems and

to find new and better solutions to old problems. Our demand for energy

Incr ..... as our _upply of fossil fuels decreases necessitating energy

development alternatives, as well as appropriate sites for power plants.

As population continues to spill over the urban fringe, the demand for

food production increases while accessible acreage of good agricultural

land decreases. Vast amounts of current data from a variety of discip-

lines needs to be readily available to decision-makers who must find

current and long-range solutions to these dilemmas.

Although our main approach in this study has been to examine the need

for an Earth Observation Data Management System based upon our per-

ceptions of needs expressed by individuals involved in the day-to-day

efforts of real-world agencies, in this section we outline some of the

bread-based problem areas of importance for the future. An understanding

of these pt_bler1_s and the needs implied by them may suggest future EODMS

benefi ts.
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The areas of potential application we have chosen generally parallel

those singled out by a National Research Council Study which recommends

that "cost-benefit analyses related to operational (EODMS) applications

should take into account broad end goals, such as adequate supplies of

food, energy and minerals (and environmental quality) rather than the

much narrower objectives which typify studies made to date".(196)

2.7.3.1 Energy and Mineral Resource Development

Although the demand for energy and minerals continues to increase,

the earth has finite reserves of minerals and fossil fuels. The location

of the remaining reserves has become increasingly difficult. Growing

productivity in the United States, as well as other nations, demands

greater amounts of these resources. Therefore, more intensive resource

exploration is demanded to fill these needs until appropriate alternatives

are found. Detailed natural resources data covering wide expanses of

area and an appropriate system for managing this data are needed in the

near future.

2.7.3.1.1 Energy

In a comprehensive study of U.S. energy policy sponsored by the

Ford Founcation an important need has been identified for "immediate

improvement of the resource data base, a greatly increased environmental

study program, and an expanded data analysis capability," concerning

federal energy resources. (197) The publicly owned resource base is

estimated to contain over 50% of the fossil fuel energy resources of the

U.S.(197) Yet federal capability for evaluating the extent of these

resources and the impacts of their development is far from adequate.

There are several approaches which the federal government can take

in managing public energy resources. They include granting of rights

to the private sector with minimal government intervention, competitive
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sale of development rights subject to government regulation and planning,

and involvement of the government itself in exploration and development.

Regardless of the policy option chosen, improved government knowledge of

the public resource base appears essential if the public interest in

meeting energy needs is to be protected. In addition, greatly improved

planning built upon an expanded natural resources data base would permit

improved regulation as well as better decisions concerning resource

exploitation and assessment.

Energy resource development is also a concern of the states. For

example, in the five-state region, there are large amounts of high-

sulfur coal in lllinois and Missouri. A large coal-gasification plant

will be built in NewAthens, lllinois. If new technologies for sulfur

removal permit expanded coal utilization, the areas involved will be

faced with significant regional impacts which an improved data base could

aid in assessing.

Another recent example of state involvement with energy resource

development is the concern over the proposed exploitation of 200,000

acres of peat bogs in northern Minnesota as an input to coal gasification

or as fuel for electric power generation. It has been suggested that

these very fragile bogs be surveyed from helicopters rather than on

land to avoid long term disruption of their "delicate ecological

patterns." (198)

2.7.3.1.2 Mineral Resources

As the mineral resources of the earth becomedepleted, it becomes

progressively more difficult to find and develop new resources of various

mineral commodities by traditional exploration techniques. It therefore

becomesmore essential that new techniques be developed. Remote
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sensing technology has offered itself as a possible supplement to the

more conventional field exploration methods.

Since the launch of LANDSAT-l, satellite based imagery has been

examined for its potential in aiding mineral exploration. These efforts

have met with some success in identifying possible copper deposits in

the Baluchistan area of Iran.(199) LANDSAT imagery has also been used

by U.S. oil companies to prospect for suitable oil-bearing structures

within the U.S. These LANDSAT-I experiments have shown that satellite

based remotely sensed data can be used to supplement traditional

exploration programs.

Future developments in sensor technology, especially multispectral

scanning techniques, should permit an increased use of such sensors for

the detection of very subtle variations in surface materials or gassans

(chemically altered surface materials indicating the presence of ore

bodies). Development of higher resolution sensors should contribute

to the detection of structural features conducive to the formation of

mineral reserves.(200,201)

A serious problem in the previously discussed techniques arises

because surficially expressed ore bodies or mineral reserves become

rarer as their near-surface resources are tapped. As a consequence

deeper-seated mineral reserves will have to be found. These will pro-

bably not be visible on remotely sensed imagery but will require the

increased use of geophysical techniques such as gravitometric and

aeromagnetic mapping. Imaging remote sensors will continue to be of

importance in less well explored and less developed areas. In these

regions remote sensing technology will continue to be of great importance.
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2.7.3.2 Weather and Climatic Change

Weather and climatic patterns on the earth are not static but

represent a dynamic ever-changing aspect of the planetary heat engine.

There are few aspects of our everyday lives which are not influenced by

weather and climatic changes. It becomes apparent that the better our

understanding of these atmospheric phenomena are the better off we will

be in our attempts to manage the earth's resources.

Satellites have already shown themselves to be of great use in

weather forecasting and monitoring. Atmospheric flow patterns and systems

can be studied and appraised on the macro- as well as the micro-scale.

This has greatly improved our predicting accuracies and enhanced our

understanding of weather. Future remote sensing methods may well con-

tribute to this understanding by providing valuable data on snow and

water extent, glacial movements, flow patterns in the atmosphere and

oceans, and in understanding how pollutants and urban development

affect local wedLher pdtterns.

2.7.3.3 Food Production

A recent study by Brown(202) has indicated that North America and

Australia are now the only parts of the world that do not import food.

It is estimated that some 94 million metric tons of grain will be

exported by North America in 1976.(202) The U.S. and Canada are

increasingly faced with the dilemma of how to allocate their food both

for trade and aid, in the face of what appears to be a condition of

continued world-wide food scarcity.

Policy decisions concerning the world food situation can benefit

from improved information on world-wide crop acreage and yields. The

LACIE Project, discussed further in Section .8, represents a cooperative

effort on the part of NASA, USDA, and NOAA to develop methods for
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improved crop forecasting using weather and earth resources data observed

by satellite. Such information might serve as a useful part of a global

information and early-warning system on food and agriculture as suggested

by the Food and Agricultural Organization of the U.N. at the World Food

Conference in Rome in 1974. Such a system is urgently needed "to

identify areas with imminent food problems, monitor world food supply -

demand conditions, and contribute to effective functioning of the

proposed International Undertaking on World Food Security."(203)

Within the U.S., state and federal agricultural agencies are

presently trying to cope with many of the problems associated with food

production. Waterways are being polluted by runoff from fertilized

fields. Ecosystems are being damaged by chemical pest control methods.

Crop disease and pest infestation are still major problems. Prime

agricultural land is being converted to urban uses. There are indica-

tions that the soil is getting "worn out." Many hybrids bred for high

yields areSuscept_bleto disease than are less productive native breds.

These food production problems are much more pressing problems in the

underdeveloped countries, where technology is less advanced and the

transferred advanced technology from industrialized climates is not

always successful.

Many types of data are needed to combat these problems. Land con-

version must be monitored. Waterways must be watched for algae blooms,

an indication of field runoff. Crop disease and pest infestation must

be detected before the crop has been badly affected. The world's soils

must be studied to determine areas of potentially high production.

Perhaps some hope lies in the realm of remote sensing.
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2.7.3.4 Land Conversion Problems

Land conversion is not really a new problem, but it is a rapidly

growing _ne. There are three important types of land that are being lost

through conversion: agricultural, forested, and wildlife habitat

(especially wetlands). In the last few years in Missouri alone, over

one million acres of forest land has been converted to other uses.

Conversion in the U.S. is generally most drastic in urban fringes.

Millions of acres of prime agricultural land, especially in the Midwest,

has been lost to subdivision housing. Much of the land can never be

reclaimed, especially when the fertile top soil has been removed to

facilitate building. Many different types of state agencies, including

agricultural, conservation, and planning agencies, are vitally interested

in monitoring such changes in land cover.

Land conversion is also an international problem. Many people in

less developed countries depend upon firewood for heat and cooking.

doing are rapidly depleting the quality of land and the wood reserves in

many regions of Asia and Africa.(204) Furthermore, it is becoming widely

recognized that availability of land which can be use for agriculture in

less developed countries is a serious constraint on food production due

to social, political and environmental factors.(205,206) Thus, there is

a growing need for better information to assist in managing such lands.

2.7.3.5 Land Suitability and Capability Analysis

Land suitability and capability analyses are being used to determine

the best use of a given land area. The soil characteristics, land sur-

face features, and engineering geology of the plot are essential inputs

in determining the capability of the land. The Soil Conservation
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Service of the USDAhas a Land Use Capability Classification System

which places land in eight categories for crop land, timber, grassland,

recreational and wildlife purposes.(207) Land suitability must be based

on current land use, access to population areas and transportation,

ownership, and economic value. As can be seen, capability refers to

inherent characteristics of the land, and suitability refers to the

socioeconomic characteristics.

Such analyses could be an important step in stemming present trends

toward improper land conversion. This information couldprotect our

prime agricultural lands, forests, wildlife habitats, and floodplains.

It could help prevent problems such as septic tank overflows, settling

and cracking of foundations, and lack of water for crops. It would

becomean integral part of many types of decisions.

Urban planners are beginning to take a similar approach to planning

urban growth. An urban suitability analysis by lan McHarg(208)categorizes

fh_ h_nh_c_ _1_i of _l _*_^n :_ ....... :l_ ,,,_+h ..... _,, _ _^I

foundations of high-density development, followed by cropland with the

same capacity. Next is land with low-bearing-capacity soils, incapable

of supporting septic tanks, but otherwise capable of medium-density

development, followed by cropland of the same nature. Land with low-

bearing capacity but capable of holding septic tanks is categoried for

low-density development, followed by cropland of that description. Land

recommended to be excluded from development includes surface water,

flood plains, areas of greater than 15% slope, noise zones, important

aquifer recharge areas, and areas with soils susceptible to erosion.(208)

Clearly, this type of analysis requires a vast amount of detailed,

current data. Improved methods in data collection and management would

aid the more widespread use of land suitability and capability analysis.
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2.7.3.6 Flood Plain Development

The problems of floodplain development are not new. The French who

settled Ste. Genevieve, Missouri along the banks of the Mississippi

River about 1735 were constantly plagued by flooding problems until they

moved to higher ground. Ste. Genevieve still gets flooded today, but

less frequently than in the 1700's.

The combined factors of increased urban pressure and tighter

regulations concerning floodplain land use, such as the Flood Disaster

Protection Act of 1973, demand increased data concerning flood-prone

areas. Specific kinds of data demanded by this legislation were discussed

in Section 2.7.1.3. All future flood plain development will have to

incorporate appropriate planning using detailed data.

2.7.3.7 Facility Sitin 9 Problems

Facility siting offers a special set of problems for decision-makers.

The demand for facilities such as power generation, wastewater treatment,

UlIU 3UI lU _QJbE Ul3_UJQI 11_3 IIl_l_dJ_U UU_ GU IIIUI _ IIIL_II31V_ LUII3UtlI_I"

use activities and due to tighter regulations through legislation. At

the same time, both informal and formal citizen participation in such

decisions is being demanded, which increases the political need for

such decisions to be firmly supported by reliable, accessible data.

Power plant siting must consider such factors as access to the source

of fuel, accessibility to the demand area, water availability, and the

appropriate safety distance to protect populated areas from hazards

caused by possible accidents. Clearly, decision-makers must have

access to a large amount of technical data and site specific natural

resources and socio-economic data.

Wastewater treatment facility location decisions require urban

centered data. Data elements include topography and slope, land use,
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floodplain location, effluent generation rates, location of surface and

ground water bodies, population projections, and various capabilities of

new treatment technologies. Similarly, the location of a sanitary land-

fill must take into consideration the same kinds of data. Additionally,

much emphasis is placed on soil type and drainage characteristics of

each proposed site.

These are but a few examples of the kinds of facility plants in

growing demand. Obviously, detailed site specific data is increasingly

demanded for numerous potential location areas. To be able to make

better decisions about facility siting, more data and efficient means of

handling it are sorely needed.

2.7.3.8 Meso-Scale Pollution Problems

It is becoming increasingly realized that pollution problems must

be dealt with according to the large-scale framework in which they

occur. For example, it is almost futile for a city to require no

_,,m_ "_+_ :__ ri,,_ :i..... w,,,_ 1 :_ r if i mfhmm m,,,_m_n:_f_mc _]hnn +h:*

river continue to dump their effluent. Today every major river system,

the Great Lakes, and the coastal waters are polluted by the stretches
i

of urban land areas with their domestic and industrial wastes, run-off

from surrounding agricultural areas, interspersed problems from mining

areas and power plants, and effluent from watercraft. Over 13,000

billion gallons of waste water a year continue to be dumped by the manu-

facturing industry and municipal sewage effluent rates are approximately

5,300 billion gallons per year.(209) Every major urban area continues to

have problems with air pollution. Transportation networks within and

connecting these areas require space. Today's highways cover 3,700,000

miles of the 3,600,000 square miles of land space in this country.(209)

Increased paved area promotes increased water run-off problems.
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To be able to begin to deal with these kinds of problems within

the scope of the large areas they encompass, requires much interaction

and data-sharing across multi-jurisdictional boundaries. Policy

decision-makers from state to state, county to county, and city to city

must be able to work together to be able to begin to deal with the

environmental concerns overlapping their political boundaries. To do

this, increased amounts of data will need to be collected, some

standardization of this data should be agreed upon, and compatible data

systems to aid them in their decision-making process should be developed.

2.7.3.9 Inte9rated Pest Control

It is well-known that the misuse of chemical pesticides has caused

many environmental problems, e.g. extinction of some wildlife species,

contamination of streams resulting in fish-kills, and human health

hazards. However, the demand for greater agricultural production is

ever more pressing. Therefore, much emphasis has been placed on the

.e_c ,Jr" r!,_Ur'd_ecJ pest CO!JLr'Olo

Integrated pest control is the correctly balanced use of compli-

mentary pest control measures. This includes planting crops at the most

advantageous times in the most suitable locations, companion planting

of crops that naturally repel each others pests, appropriate uses of

insect predators such as 'ladybugs' and the wise use of specific target

chemical pesticides that are non-persistent.

Inherent in the idea of integrated pest control is the notion that

each pest management strategy will be finely tuned in concert with other

strategies and in response to the specific nature of the crop, soil

type, soil moisture, local weather, local crop strains, and so on. The

amount of pesticides used, for example, should be just sufficient to do
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the job; each farm or even each field should have its own management

strategy.

The implementation of integrated pest control on a large scale

requires numerous data demands on a relatively fine scale. Some of these

include crop calendars, pest characteristics and insect movements,

weather and climate patterns, plant vulnerabilities, crop distributions,

soil types, drainage characteristics, surface and ground water locations

and chemical characteristics and tolerances.
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2.8 THEROLEOF INFORMATIONIN DECISIONMAKING

In this section we discuss someof the characteristics of information

which are important for decision making. In addition, we examine a few

of the kinds of models used by decision makers and the ways in which

information is entered into those models.*

2.8.1 Characteristics of Information for Decision Making

Throughout this report we are concerned with various characteris-

tics of information which are important for data management system design,

such as format, scale, accuracy, timeliness, frequency of update, and

so on. In this section we highlight the relationships between decision

making and two important data characteristics: level of detail (i.e.,

scale and resolution) and data age.

2.8.1.1 Level of Detail Appropriate to Agency Functions

Government agencies and bureaus at all levels perform various

functions, each of which may require different levels of detail in infor-

maf{nn {nnitf< Amnng fhpK# #imrf_nnq ar_ policy #nr!f!ulafinn, plariniti(-i

budgeting, regulation, management, monitoring, research and development,

maintenance, grants disbursement, and so on. In addition, the area over

which those functions are executed ranges from individual persons, through

land parcels, to city blocks, townships, counties, states, regions, and

the entire nation. Clearly, the level of detail required in any parti-

cular information product depends upon both the jurisdictional level

and the functional, or hierarchial, level. Let us consider some examples.

Suppose the U.S. Congress, along with a federal agency, was working to

establish a national flood plain insurance program.** It would presumably

*In the Final Needs Analysis we expect to display some of the information
products of these models.

**This discussion should not be taken to represent the situation which
obtains under the existing Flood Plain Insurance Act. (See Section 2.7)
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need to know the area of flood plains in the country and the assessed

valuation of all real property located on them. It might also desire to

have this information broken downby state, by major river system and by

the nature of the land development. Wemight guess that areal and

valuation accuracies of + 20%nationwide and for each state could be

sufficient to develop a case for legislation and to rally support among

affected membersof Congress. Mapsshowing flood-prone regions with a

linear resolution of I00 to I000 meters might be adequate. Once

legislation and an insurance program were in effect, states might be

asked to locate flood prone areas with an accuracy of + 5 meters in

order to managean insurance program. Finally, cities and individual

property owners or insurance agents mayneed to employ ground surveys

with an accuracy of _0.I meter to determine whether a particular parcel

is legally in the flood plain.

Consider another example. Statewide land use mapsat a scale of

_ _ _ _^^ _'- _ t_ 1_ c]a_e_ ii_y h_ --' ...... _-r (_.,)n_r'_L_ buI ; I .lJlJIJ.tJlJl) WI I.r i . .................- .--- . .......................... d(J_lyd _ !U ' ............ rig _-

a skeptical governor that agricultural land encroachment is a serious

state concern. Regional planners may need Level II land use maps at

1:24,000 to plan for changes in water runoff patterns as development

proceeds at the urban fringe. The town zoning board may need an aerial

photo at 1:2,400 to decide upon a request for a variance. And the local

tax assessor may need a ground survey plot at 1:]20 to set an annual

property tax on a square foot or front foot basis.

We could continue to demonstrate a relationship between jurisdiction,

function, and detail, but the fact of the relationship should be clear.

Unfortunately, we are unaware of any systematic attempt to establish the
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quantitative nature of this relationship in the general case.* All we

can really conclude at this point.is that an information product in

hard copy map form is usually at the correct scale if it will conveniently

fit in a printed report on the desk of the decision maker, or at the

largest, on the office wall over the desk of the decision analyst.

Another way of approaching the question of appropriate level of

detail is to note that for any particular purpose, the size of the

decision unit area (or "granularity") is loosely related to the size of

the data collection unit (or "resolution"). The person making decisions

about hundreds of square kilometers does not usually need information

accurate to one meter. However, the necessary resolution depends not

only upon the decision purpose but also, to some extent, on the hetero-

genity of the decision unit. For example, if a forest manager decided

to clear-cut I000 km2 of forest based on a forest land use map with

1 km resolution, he might inadvertently eliminate 500 vacation cabins,

---'- w,,,,_,, w_ _u,,uu,,u_u ,a,,u a,,u ,,v,,= of whl ^_

would show on his map.

From these examples we can conclude that decision makers and

analysts have needs for information products at various levels of detail

and that it is not simple to predict that level a priori. With respect

to design of an Earth Observation Data Management System, this brief

analysis suggests that data products at a number of levels of detail would

need to be available for different jurisdictions and functions, and that

the products needed by each might well need different levels of detail

from time to time.

*A NASA funded project has been initiated at the City University of
New York to investigate the relationship between jurisdictional
scope and data management system design.
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2.8.1.2 A Related Question: Scales of Convenience

Resource managers have learned over the years to work with whatever

information products _re available. Procedures and files have been developed

using scales of convenience, and thus one finds a wide variety of map

scales in use. Often managers specify a need for a particular infor-

mation product at a particular scale, not because they need the resolu-

tion appropriate to that scale (see Section 2.3_ but because they want

to overlay that product on another standard product at that scale. For

local managers, 1:24,000 is a commonly desired scale, principally because

the 1:24,000 USGS topographic maps are widely used as base or standard

maps. Thus an EODMS may need to provide products not only at a few

widely spaced scales (say, 1:24,000, I:I00,000, or I:I,000,000) but at

a number of other scales as well (say, :18,000, 1:62,500, 1:63,360, and

1:250,000).

2.8_I .3 Data Age and Decision Time

In _'^_ 2.* i i we __ fn th e _i_f_nn_h_p h_fw_n juris-

diction, function, and level of detail. There is an equally important

relationship between the rate at which the attributes of a geographical

point change in time, the rate at which the data about those attributes

becomes available, and the rate at which decisions must be made and

actions taken in order to control those attributes. It may be convenient

to speak in terms of a characteristic time of the attributes, IA;

a characteristic time of the available data, ID; and a characteristic

time of the decision process, Ip. These characteristic times may be

thought of as half-lives or decay times for the attributes, the data,

and the decision. Technically, it is easiest to make decisions when

_A >> _P >> _D"
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Let us consider an example. Decisions to build highways are typi-

cally madeover a five to ten year period from conception to construction.

(_p~5 years). The bedrock geology of the proposed highway route may

be stable for one million or more years.* (_A~I,O00,O00 years). It

may take six months to two years to gather detailed bedrock geology

information. (_D~I year). In this case _A >> _P > _D and it is techni-

cally straightforward to makegood decisions about route location in-

sofar as bedrock geology is concerned.

Consider another example: enforcement of open burning prohibitions

in rural Missouri (see Section 4.2.3). An individual may burn a brush

pile, agricultural waste, or trash in one to ten hours and the resultant

smokeplume may have a half life of five hours (_A~5 hours). The violation

may be reported by an irate neighbor (_D-I hour) or by a passing highway

patrol flight (_D~I hour to _D = _ if a flight doesn't happen by).

Decision and action mayrequire 1 to 5 hours. (_D~2 hours). In this

r_¢a _ii fh_a rha_art_qt_r t_mpg ar_ rf_uc]rl v PqIIHI lJIIIHSS lltJ U_LUCtIUII

occurs, and the chances of effective enforcement are poor at best and zero

at worst.

From these examples and others, we can infer several points about

EODMS design and operation. First, it would be desirable to have a

list of the characteristic times, _A' of the information a system might

deliver. Second, it will be important to examine the characteristic times

of operation of alternative EODMS designs, _D' in order to examine the trade-

off between data needs fulfillable and systems costs. Third, it will be im-

portant to know the characteristic times for decision making for various func-

tions at various levels.

*We neglect such anomalies as Los Angeles moving north of San Francisco.
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2.8.2 Typical Models Used in Geographic Decision Makin 9

In this section we examine three kinds of quantitative models and the

data inputs to them, which are used in geographic decision making:

suitability models, location models, and regression models. This

discussion is preliminary, and is not meant to be authoritative or

exhaustive, We plan to explore the area of modeling somewhat more for

the revision of this report, the Final Needs Analysis due in August, 1976.

2.3.2.1 Suitability Models

Land suitability models are based on the straightforward idea that the

suitability of a parcel of land for a particular natural or cultural use

can be estimated from the weighted sum of the values of the attributes

of that parcel. In the context of a computerized geographic data base of

objective land attributes, it is a simple matter to perform the necessary

sums, assuming that attributes can be scaled and that weights have been

assigned to each of them. As an example, one might hypothesize that the

stability, soil porosity, and slope, each appropriately scaled and weighted.

An example of use of such analysis in a recreation planning study in one of

the five states, Minnesota, is given in (210).

A simpler sort of suitability analysis can be performed assuming that

a parcel is suitable for a use if no one of several attributes' values

exceeds a particular level. For example, a parcel may be suitable for

intensive recreational use if the slope does not exceed 30%, the frequency

of flooding is less than once per three years, and the land is not under

cultivation. This procedure could be readily implemented using digital

techniques.
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This kind of suitability analysis is often performed by resource

managersusing transparent mapoverlays. For each attribute, for example,

unsuitable regions are rendered translucent. Whenoverlays for all

attributes are stacked, the most suitable areas remain most visible on the

base map. These methods have been explained most eloquently by McHarg(211).

Their use in a computer-implemented procedure for highway corridor location

in Wisconsin is discussed by Miller and Nieman (212) (see Section

4.2.10).

2.8.2.2 Location Models

A second important type of geographic model is the location model,

which includes the well-known "gravity" model as a special case. These

models have recently been treated in a book by Wilson(213), who builds on

elementary mathematics to considerable sophistication in the use of

these models for facility location such as optimal location of a port and

development of a transportation system. The basis for the location

maAal _o _nA:m_nf_ll_J _n a_nnnm_ nn_ _nA cn _ fhnf fk_ vnl,J_ n_

particular land parcel as a location for a facility is related to the

sum of the internal costs a_d benefits of interacting with activities in

every other parcel. In the simplest case, the costs and benefits of

the interaction with another parcel are related to the attractiveness

of the interaction divided by some power of the weighted distance be-

tween parcels. Hence the analogy with gravitational forces, which are

related to the product of the masses divided by the square of the inter-

vening distance.

It is easy to see how a computerized geographic information file

can be interfaced with a location model and with the necessary empirical or

theoretical constants to generate feasible or optimal locations.
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While such models are commonlyapplied with economic data bases, they

should also be applicable to natural resource-based problems, or to

facility_siting problems in which both socio-economic and natural resource

factors are important, for example, in the optional location of a rural

recreational area to serve an urban center.

2.8.2.3 Regression Models

We single out regression models here to highlight their application

to crop production predictions using remote sensing data; an example

is the LACIE Project.

The L_arge Area Crop l_nventory Experiment (LACIE) is a three year

research project of three federal agencies (USDA, NOAA, AND NASA) to

develop methods to estimate wheat production on a global scale.(214) This

information would be used to supplement SRS estimates here and abroad.

By the second year, a wheat estimate should be made for the Great Plains.

The third year should produce an estimate for an area outside the Great

Plains. The goal is for _^ ^-_-_ _ k_ on_ ...... _ _ 9 _,,_ of

l 0 years.

The NOAA segment of the team, through the C_enter for Climatic and

Environmental Assessment (CCEA) in Columbia, Missouri, has developed

regression models for determining wheat yield based on 45 years of clima-

tic and yield data. These models, which are currently implemented on a

full-state basis, consider the monthly temperature and precipitation

for those months in which they seem to contribute significantly to

wheat yield. These data are used to construct an aridity index. A

stress index is also derived to account for reduced yields due to hot,

dry weather during the heading stage, using'_egree days" above 90 ° F
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during the period of the crop-growing season most closely associated

with heading time in that region. A flexible crop calendar is being

developed so that a crop's stage of development may be determined. The

models also account for variations in technology such as fertilizer

application, crop varieties, and cultural practices.

Regression models for yield have been used in combination with

LANDSAT-derivedcrop acreage estimates to predict wheat production in

a I0 county region in Southwest Kansaswith considerable success by

Morain and Williams.(215)

In contrast to the suitability models and location models discussed

above, regression models are more likely to be employed when fitting and

extrapolating time trends of geographic activity over fairly large

regions, so that a computerized information base might be considerably

aggregated before being entered into such models. However, regression

approaches are also applied in the specification of parameters which

*_^_,_ _ _L^ 1^^_4 ..... J^l_
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2.9 FACTORS IN THE PERFORMANCE OF INFORMATION SYSTEMS*

Previous sections of this chapter have been devoted to examination

of various aspects of computerized geographic information systems: data

sources (_2.1); data transformations (52.2); geocoding, georeferencing,

scale, resolution and accuracy (_2.3); existing systems (_2.4, 2.5);

emerging systems (_2.5); federal policy (_2.6); needs for information

(_2.7); and decision models employed (_2.8). Section 2.5 featured a

detailed analysis of eleven existing systems, along with a description

of nineteen other systems and notes on system development in each of the

states.

This section contains an attempt to combine the observations of

previous sections, especially Section 2.5, into general notes on the

state of the art. A primary concern is the success and failure of

today's information systems; accordingly, Section 2.9.1 outlines some

very simple criteria for assessing the success of a computerized geographic

i_,,,_,,,,_,_,,*_ system.,,,, _,,_nH _r_n_m,___.,__ j ,Jn_IPTrl_nT____....................... .r, _Jr'_r...... _ _y_tem__ aualitv, ..

for all systems described in Section 2.5. Section 2.9.2 extracts some

common experiences of information systems which seem to push those

systems in the direction of success or failure. Section 2.9.3 includes

some single-system experiences which should nevertheless serve as cautionary

tales for future designers. Section 2.9.4 examines the insights provided

by the "structural" and the "functional" definition, and by the groupina

of systems by their jurisdictional scope rather than by their software

structure, as well as some conclusions from this part of the analysis.

*This section, along with Section 2.5, is based on a report by Power (216).
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2.9.1 Assessments of System Utility

The assessment of an information system's success or failure may

take into account many things - breadth of database, technical sophis-

tication, variety and quality of graphic products - but the single

overriding factor is its utility to some user or group of users, and

the improved ability to make decisions due to the information system.

Since most systems are not yet used as the chief input to decisions, it

is difficult to establish a sensitive ranking tool, so elementary criteria

will be used.

2.9.1.1 Criteria for Judgin 9 a System

At the simplest level, an information system's quality may be

judged by asking a series of three questions: (217)

I) Does the system run and produce output?

2) Does it have any users?

3) Are most users satisfied with the system's products?

the number of "yes" answers to the questions above. At any one rating

there are strong variations in quality; for example, a system with

fifteen satisfied users is better than a system with one, and a $5000

system is better than a $20 million system providing similar products.

Several objections may be made to this scheme. First, it makes no

predictions about the future quality of low-rated systems; a system

which is presently unworkable may be upgraded in the future by software

improvements or better marketing, or it may be abandoned. Second, it

relies on the nebulous concept of user satisfaction; one may guess at

this by checking to see if users come back, or recommend the system, or

make policy which is visibly influenced by system products, but "satisfaction"
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retains an uncomfortable vagueness nevertheless. Third, which is better,

three satisfied users, or two satisfied and two dissatisfied? It is

obvious that the three-question set is to be used only as a preliminary

guide to system evaluation.

It is as yet quite difficult to do a simple cost-benefit study of

system costs against user benefits. Information systems virtually never

cut costs, but instead make new analyses possible at the samecost (217);

thus it is a difficult task to choose a dollar value to assign to benefits.

An excellent case in point is NARIS,which has madeweighting function

land suitability analyses a regular tool for the Northeast lllinois

Planning Commission (218). Before NARIS, NIPC did one such analysis

manually for a cost of $250,000 (218). The benefit to NIPCis not,

however, somemultiple of $250,000, since NIPCwould have saved the

$250,000 per analysis in any case by not doing any more analyses without

NARIS. The benefit lies in the improved decisions madepossible by the

- . _,^__×trn...... _ngnrm_f_on,,,.._...._. _,,_"" its value Is _a_u to assess.

The question "Do users return?" is a cost-benefit analysis of

sorts, since the user has apparently decided that the system products

are worth their price. The price to users may not reflect the true cost

of generating a product, but in a government agency this may not be a

concern. The government has a long history of subsidizing information;

for example, the buyer of a USGS geological map pays for reproduction

costs, but not for the survey work that went into the production of the

original map.

There is also a problem with the concept of "user." Some systems

(STORET, SAROAD, LUNR, for example) make their products available to the

public on a regular basis, while others (Charlotte IMIS and WRIS, for

example) are intended only for internal use by the sponsor. In the
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latter case, employees may feel somepressure to use the system because

the city or agency is committed to it, or information they need in their

jobs may be available only through the system. External, voluntary

users may be a better clue to success when system products are used

both internally and externally. Also, "user" refers only to primary

users, those who direct their requests to the system operators (if

batch). These users may in turn distribute the products they receive,

and that second level of users is not taken into account here.

In short, the three criteria proposed earlier are challengeable on

many grounds; nevertheless, they address the question of usefulness and

provide at the very least a basis for discussion.

2.9.1.2 An Idiosyncratic Assessment of the Ouality of Present-Day Systems

By the criteria presented in the previous subsection, many information

systems operating today do better than one might expect from the generally

pessimistic tone of much of the general literature. (Literature on

......... _o_,,,o, usually written by a designer, project head, or

public relations staff, is of course more positive.) There are a number

of systems now operating which run, produce output, pass it to users,

and satisfy those users.

The systems discussed in Section 2.5 are evaluated on the 0-3

scale in Table 2-20. It should be understood that this evaluation is

strictly our own, influenced of course by all references and interviews

pertaining to a given system, but attributable to no one else's opinion.

Such evaluation is somewhat unfair, since the information considered

varied substantially from system to system, and since some of the _ublished

material used dates from 1971 and 1972. The field has matured significantly

in the intervening years, and systems which looked disastrous three

years ago may be thriving now.
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Table 2-20

Ratings for Systems Discussed
in Section 2.5

Key: 0 - not operational
1 - operational but has no

users

2 - has users but they are
dissatisfied

3 - has users and many are
satisfied

AEROS

STORET

Census

CGIS

CARETS

System Rating Comments

Ozarks Land Use
Data Base

LUNR

MLMIS

CLARI

ILLIMAP

MIDAS

Alaska minerals database

South Dakota System

LUIS

NARIS

ORR_.IIS

r,IETLAHD

UDI S

Jefferson Co. Project

3

2-3

>2

3

>I

3

1

0

3

Accessed frequently, but said to
be too inaccurate for many
users(219)

Products too expensive for
most would-be users

In progress - user community
to be established

In progress - user community
to be established

Large user community, but 80%
or m_ ,,_ " ^ ..... _^,_...... _oe Its non-_u_upu_r
products only

Has continued financial support

Disappointed system sponsors(220)

Not properly an information
system

Not enough information to judge

Being expanded in scope

Information on system is not
current '

Has only one user

Still experimental

Having softy'are conversion
problems; pilot outputs have
been prepared.

Not enough information to judge
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Table 2-20 (continued)

Ratings for Systems Discussed
in Section 2,5

Key: 0 - not operational
1 - operational but has no

users

2 - has users but they are
dissatisfied

3 - has users and manyare
satisfied

LUMIS

IMIS

MIS

PLANHAP

System Ratings Comments

Des t,_oines Project

MIADS/I,IIADS2

WRIS

COMLUP

Prc_jec_ Tn_ _-_

RCS

TRAS

3

2-3

3

>I

1

2

3

3

3

>2

Some users still very dis-
satisfied(221 )

No information on users

Still a pilot project

Implemented only in part

Not enough information to
judge
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One final disclaimer is in order. To present a really balanced

view of a system's utility to its users, one ought to survey the designers,

the present operators, and a good fraction of the users for each system

considered. Since the sources used in this section range from personal

interviews to publications, that desirable balance was not achieved.

(See Section 2.5).

2.9.2 General Factors in System Quality

Among the recurring factors that influence a system's quality are:

the choice of system developer, the continuity of project leader-

ship, the incidence of design errors, and the effort devoted to

marketing and user education. No doubt other factors operate as well.

2.9.2.1 System Builders

It has been suggested that a large national resource data bank or

information system might be constructed by a private firm. Present

information system experience does not support this suggestion.

Several of the systems examined in Section 2.5 were built primarily by

private industry under contract to a government agency, and they have

been among the least successful ventures thus far. Systems which were

built by universities have a somewhat better record, and systems built

by the using agency are by far the best.

The Canadian Geographic Information System (CGIS), for example,

which was created for the Canada Land Inventory by IBM (220), had cost

$20 million in data collection and $3 million for software development

as of 1972, and was still considered to be too inefficient and expensive

in its operation for the agency to use. Some of the problem was due to

the fact that CGIS was one of the earliest polygon systems and thus had

to pay the price of being a pioneer in new software, but smaller organizations



-268-

have since coped with polygon systems. Note that the first published

information on CGISdates from 1965 (222), so that a minimumof seven

years elapsed during which the system was not yet satisfactory.

The USACProject is another instance of less than adequate results

coming from private industry collaboration. The format of the USAC

Project required that cities making proposals form a consortium of a

city government, a private corporation, and a university. The corporation

was to be responsible for system development, and the university was to

act simply as monitor and evaluator (223). Eight million dollars was

divided amongsix cities in 1970. Four years later, one planner (Charles

Kindleburger, St. Louis County, Mo.) complained at the 51st Annual

Conference of the American Institute of Planners (1974) that the USAC

cities had produced one hundred sixty extensive documents but fewer than

five operating computer programs (224).* Mr. Kindleburger has since

modified his opinion but continues to insist that the project has been a
--" ^--_ r_N_

disappointment. The Charlotte system was not operating as of i_/_ _Lu).

It appears to be doing well now, but it took five years to begin to be

satisfactory. Compare this with UDIS (226,227), which was a two-year

project, and which began producing sample outputs long before the deadline.

A major difference between the systems was that UDIS was prepared by the using

agency, while IMIS was prepared by an outside contracting firm.

University-built systems seem to be at some advantage; this category

contains both extremes of system quality. LUNR was built by Cornell

University, and still maintains entire copies of the system at several

universities within the state (228). It is a simple but excellent

*Although Mr. Kindleburger was previously quoted in print before this
study (225), he expressed real surprise when that ouotation was read
to him over the telephone by one of us (MAP).
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system, and its designers avoided the temptation to concentrate on

technical experimentation at the expenseof other project Phases. NARIS

is the opposite - technical, innovative, cost-optimized, but insufficiently

marketed. Yet both are rank 3 systems, since both are operating and

satisfying users.

At the other extreme, both MLMISand CLARIhave been judged too

simple for user satisfaction. METLAND,with the lowest rating in the

entire group, is still embroiled in software conversion Droblems, but it

shows more promise than its low rating indicates.

The systems constructed entirely by the using agency have almost

universally been a success. In Table 2-19, AEROS,STORET,Census,

MIDAS, the South Dakota system, UDIS, LUMIS, MIADS/MIADS2,WRIS, COMLUP,

Project Inform, TRAS,and RCSwere all built within the agency that

intended to use them, and they are almost all ranked as a 3. The Census

has assisted projects in selected cities, such as the Census Use Study

sources. LUMISis a joint project of the Los Angeles Department of City

Planning and Jet Propulsion Laboratory. However, none of these systems

wementirely turned over to an outside firm for preparation, and this

seemsto have been an enormousadvantage.

There is a possibility that this apparent advantage may be an

artifact of the type of material that reaches the literature. A contract

to an independent software companyis news, especially when the grant is

for manymillions of dollars as in the cases of CGISand the USAC

contracts. An agreement with a university department may be made in

somewhatmore privacy, and a decision within an agency to begin an

information system may not ever pass beyond the agency itself. Thus the
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failures of private contractors are nearly always available for inspection,

those of universities less so, and those internal to an agency almost

invisible. Manyprojects could have been initiated and terminated

before ever reaching the literature.

2.9.2.2 Continuity of System Leadership

For the systems studied, it was an advantage to have continuity of

leadership during the construction and early operation of an information

system. Those systems which have had a number of changes of leadership

during the construction phase have suffered from that instability.

Conversely, it has been a strong point of many systems that their

construction was supervised by one person.*

Several examples come to mind. LUNR has been under the direction

of Charles Guinn ever since its inception, and it has been widely

considered the be_t of the state information systems, MLM!S has had the

continuing attention of Lester Maki, first at the University of Minnesota,

_-4 I__ .... _ _k^ n ..... _^_ ^$ C_^ _1_4_ ,.,hA h_ k_^_ _kl_ _A
allU I_L_[ dL LII_ U_al _III_II_ UI JUQ_ I l_llll III_+ +_IIU IIU_ _II U_l_ _

ensure continued funding by the state government. (229) The Forest

Service systems were developed with the continuing interest of Elliot

Amidon and Neil Allen, and are among the most successful systems in

existence. LUMIS has suffered very little personnel turnover, perhaps

due to its short life span, and has been under the direction of Charles

Paul and Albert Landini throughout system construction. (230)

CLARI is a counter-example; it was built almost entirely by one

person, and might have benefitted from more varied influences since it

was not enthusiastically received (231).

*It is likely too, that a system in difficulty will probably lose
personnel, so cause and effect are not simple.
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For NARIS, Alsberg (218) was the fifth or sixth principal investigator

on a two-year project, and he has been succeeded by two others since

1972. System continuity was provided by the design team, notably the

lead programmer, William McTeer. This may account for the fact that the

system is heavily biased toward technical excellence, with not enough

effort devoted to expanding the user community beyond the original one

user.

IMIS also had frequent changes in leadership (221)• The directorship

changed hands several times during the early phases of the project; this

may partly explain the long time it took for the project to become

operational. The present project head and the chief consultant on user

operations came from Systems DevelopmentCorporation, the outside

contracting firm which built the system.

2.9.2 3 Design Errors and System Per,_,a_,_

The major design error thus far has been to underestimate or overestimate

fha ]a_la] m# Pnmn]av_fv nara¢_m_t #am fha n_nnn_H :_p_fam fm _rPnmn]_:h

its tasks. CLARI (Colorado) was too simple for the satisfaction of its

prospective users, and was abandoned. MLMIS (Minnesota) suffers from the

same problem of over-simplicity, but there is a commitment within the

state government to upgrade it, possibly due to the presence of a system

advocate who has been involved with MLMIS for a long time. At the other

end of the scale, NARIS (Chicago area) is a very sophisticated and

smoothly-operating system which was designed too far beyond the original

specifications; it has suffered from over-emphasis on technical

design and underemphasis on marketing to a variety of users.

Guinn and Kennedy (232) identify several symptoms of ill design,

all given colorful names, which include:
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The "Ragged Edge of the State of the Art" Syndrome, a case in which

the system is committed to untested hardware or software. IMIS (Charlotte)

presents the classic case of this error in their original commitment to

an untested operating system provided by RCA;their problems were compounded

when RCAleft the computer business shortly afterwards. (221) This

syndrome may also be a partial explanation for the failure of CGIS, the

Canadian Geographic Information System, which was a large-scale attempt

to build polygon manipulation software before there was very much

experience in that field to draw on.

The "Mis-Allocation of Resources" Syndrome, a case in which some

phase of design is over-emphasized at the expense of everything else.

As mentioned above, this happenedwith NARIS. It seems to be a problem

as we!! with ORRM!S(Oak Ridge Regional Modeling Information System),

which has put heavy emphasis on dynamic allocation of storage space (in

which the system takes as muchspace as it can, depending on the computer

on which it runs) and similarly advanced software techniques, but which

has not yet developed the promised user language or other useful features.

The "Failure to Review" Syndrome, in which the project is not

scrutinized at all during the design phase. This may be the case with

the lack of success of CLARI, which is too coarse in resolution to be

of any use. If trial outputs had been produced during the system construction,

the inadequacy would probably have been obvious in time to choose a new

grid cell size.

The "And-l-Did-lt-My-Way" Syndrome, in which the project is built

from the ground up, instead of taking advantage of previous work. This

does not necessarily condemna system to failure, but it certainly

wastes time and money. A number of newer information systems have begun

to buy sections of software from older ones, and this is a good sign.
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2.9.2.4 Marketin 9 and System Performance

Two issues are involved in marketing: Acquainting prospective

users with products they had not previously known existed, and over-

coming active user resistance.

Two researchers who have been involved in selling Census-derived

information are pessimistic about commercial markets for data. Coay

Sprowl (233) of the UCLA School of Business Management spent eighteen

months selling summaries of fifty types of Census data, mainly to savings

and loan associations planning expansion. He calculates that he made a

net profit of roughly $500 in that time, charging $75 for a 2-mile

radius and $200 for a five-mile radius. Robert Hays (234) of the UCLA

School of Library Science had an even more discouraging experience;

although he had about 50 customers per month for a similar service, he

found he was losing money. Sprowl points out that government agencies

generally refuse to pay for data, expecting to get it free or not at all.

Hays underlines the .... _ for "'_ ........... "_IlgWU V l_uruu_ IHal _b Ing.

Overcoming active resistance is a tricky issue; at its worst, it

smacks of forcing technology on an unwilling user. However, there are

reasons why an agency might refuse to consider the possibility of an

automated information system which have nothing to do with the usefulness

of the system to them. Toner et al. (235) consider some of the factors

which make information systems objectionable to agencies:

.Time and money are short in many resource management
programs, and an information system will not bring
returns in the short run.

.The scale of most information systems is exactly wrong for
many programs, because they cannot afford the cost of coding
and storing for a resolution as fine as I/4 acre, and this
is still too small for many applications.
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.Coding the data loses someof the complexity, and completely
ignores intangible factors at the expense of the codifiable.

.Planning agencies tend toward "managementby crisis," as do
most government agencies, so the long-term commitment required
by a computerized information system is difficult to sell.

They quote Havelock et al. (237) at some length on social barriers to

innovation in agencies:

.Departments of Natural Resources, one type of prospective
customer for information systems, are generally old and have
established an equilibrium which would be disrupted by the
introduction of a new system;

.Introduction of a computer reinforces a polarization
which already exists in many such departments, namely, the
technically-trained younger employees versus the older
bureaucrats;

.Like all people, planners and resource managers are suspicious
of the unknown;

.Allowing an information system to be built implies that it
is needed, which implies that the agency has been out of
date for some time and has been working from inadequate data;

.Local pride, especially in strong agencies, is threatened;

.Status differences among organizations may be rearranged
because seeking information is a one-down position;

.Agencies are afraid that their original goals and mandate
will be subverted;

.Most resource departments, planning departments, and critical-
areas programs are too poor to take a chance on somethinq
expensive which might not work;

.Small agencies tend to adopt new technology slower than larger
ones, regardless of other factors.

2.9.3 Specific Factors in System Quality: Four Cases

The following are four particular system experiences. Each suggests

something to seek or to avoid; however, they are unique situations, so

they do not belong in the preceding section.
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2.9.3.1 The South Dakota System: Low-Cost Data

The South Dakota System has benefitted enormously from the fact

that the EROS Data Center is located in South Dakota and has supplied

computer-compatible tapes of LANDSAT imagery. In addition, EROS flew U-2

imagery for one-third of the state at essentially no cost to the State

Planning Department (237). In this way, the Planning Department was

able to spend as little as $5,000 for a system which was estimated at

$40,000 in a bid from the state university. For comparison, Alsberg (218)

notes that he learned from the NARIS project never to accept an offer of

less than $250,000 for any project involving programming, although the

NARIS project was completed for about $200,000.

2.9.3.2 UDIS: Three Organizational Problems

Hysom (227) quotes three tactical errors he and his staff made in

their interactions with the institutions responsible for the maintenance

of UDIS in Fairfax County, Virginia. First, because he wanted to convince

state officials _,at uuiS would be an economical system to build and

run, he submitted a budget for the minimum funds he felt he could use.

As might be expected, his figure was cut 25%, and this had a crippling

effect on system construction. Second, UDIS began to provide information

to prospective users before the system was operational and before extra

staff were added to handle the demand. While this early examination of

products by users is recommended, initiating it without extra staff was

a blunder in their own opinion. Hysom estimates it cost several months

in completion time. Finally, in order to engender support for the

proposed system when it was first suggested, he advertised it heavily.

System development was scheduled to take place over two years, and long

before the project was completed, state officials and agency people

were looking for results.
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was merged with a larger city-wide system, MILUS, and thus has no source

for the last few hundred dollars it needs to print these documents.

2.9.4 Discussion and Conclusions

In Sections 2.4, 2.5, and 2.9 we have examined a number of computerized

geographic information systems in order to determine factors in their

performance and in their success or failure. Certain themes recur in

the history of the failures, and these are examined in some detail;

factors which seem to push a system toward success are considered as

well. Within the past ten years, such systems have become increasingly

popular in research agencies and government, which have begun to suffer

acutely from the much-publicized "information explosion." Computer

storage promises both savings in physical space and an increased capacity

to relate data from one map to another. The computerized geographic

information systems which have been built to date have fallen short of

their potential as a storage and analysis tool, although several are

operating successfully. Those which have failed have usually done so

because of organizational problems - inadequate time or money, lack of

institutional commitment to the system's maintenance, insufficient

marketing to provide a base of users - rather than because of technical

problems. There are technical difficulties in system construction, but

they are soluble.

2.9.4.1 Conclusions Which Follow From the Cateaorization Adopted

Two new methods of approach to examination of information systems

have been introduced in Sections 2.5 and 2.9; the division into functional

and structural definitions, and the grouping of systems into six classes

according to the level of political jurisdiction they serve. Both

methods have the advantage of bringing to light the significance of

organizational factors in the operation of information systems.
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2.9.3.3 METLAND: Hardware Dissimilarities

METLAND (Massachusetts Landscape Planning Model) is an example of a

new system buying parts from an older system rather than building from

the ground up (238). The Forest Service's COMLUP was purchased for

several reasons. It was developed for a CDC 3100, very closely related

to the University of Massachusett's CDC 3600. Potential accuracy of

COMLUP was much better than that of competing systems examined. Finally,

COMLUP had essentially side-stepped the polygon-grid controversy by

using a fine grid. Several serious problems of hardware/software

interface were encountered:

i) Records are chained to each other in the COMLUP system,
and must be retrieved by random access. Random access
is only available under interactive mode at the University
of Massachusetts. COMLUP is stored on IBM cards and run
exclusively under batch.

ii) COMLUP lines are 96-characters in length. The University
of Massachusetts uses lines of 80-character length.

insufficient capacity to hold all 25 programs of the
COMLUP system.

Thus, although the METLAND project bought a system which should

have been easily transferrable to its own equipment, designers found

that some very serious rewriting was necessary.

2.9.3.4 LUMIS: Soft Money for Development Only

LUMIS in the Los Angeles Planning Department is an experimental

system, funded entirely with "soft" money; that is, its entire development

budget came from a NASA grant, and there was no "hard" money to back it

up and pay for continued improvement. As of July 1975, the four major

publications intended as LUMIS outputs were ready for printing: the

Delphi study of user needs, the entire system documentation, an atlas of

the study area in the Santa Monica Mountains, and a user manual for

LUMIS OPERATION (230). However, the project money had run out. LUMIS
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The structural and functional definitions separate hardware/software

details from institutional elements. This division clarifies two things

when looking at systems as a group. First, success and failure are

usually related to organizational factors rather than to hardware and

software quality. Typical system deficiencies include:

i)

ii)

insufficient marketing, so that the user community is
too small to justify the capital investment;

lack of legislative or executive commitment to system
maintenance, so that the project is supported only during
the experimental phase;

iii) inadequate determination of user needs so that the system
is not satisfactory to those agencies it was intended
to serve;

iv) over-emphasis on technical sophistication at the expense
of other aspects of system quality.

Second, certain obstacles to system performance are related to hardware

and software design:

i) digitizing or automatic scanning is the slowest point in

ii) system components do not seem to be readily transferable,
even between similar computers.

Discussing systems by their jurisdictional level makes it clear

that different levels face different problems. For example:

i) National systems tend to be of the "airport reservation"
type, putting the same questions over and over to a
frequently-updated data base. The Census, for example,
issues a number of interim reports to supplement its
decennial population count. AEROS and STORET both create
standardized reports on pollution sources and changing
resource quality. Since they operate in this way, national
systems are good potential users of a frequently-updated
remote sensing data source such as LANDSAT, if it can be
shown that such a source would provide useful information.

ii) State systems, by contrast, tend to have a static database.
Questions posed to them are of the overlay type: "find a
section of land with the following five attributes." They
are potential customers for the best possible output of
a data source, because error multiplies rapidly in data
overlay.
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Regional (multi-state) systems are experimental in nature, so

it is difficult to predict what their needs will be if they become

established. Since regions do not have the strong political roles of

the states, it may be expected that regional systems might be sources of

advice for states, but will not be direct inputs to decisions. County

systems are similar to regional systems in that they are related to a

geographic unit which does not have direct jurisdiction over its area of

concern.

State and municipal systems maybe contrasted as to their primary

data use. Municipal systems are concerned with decisions related to

city income and to short-term construction needs, while state systems

are generally oriented to long-term land use planning.

A_,,_ _t_m2 9.4.2 Generalizations _vu_ Perfor_ance and g,Jrc_

Following are some generalizations about system performance and

success and failure. The generalizations should be an indication to

designers of an EODMS of both the characteristics of information systems

as data users and the pitfalls in building any large data-handling

system.

Information systems at present are generally:

i) working better than they were a year ago, because hardware,
software, and organizational problems have been partially
solved;

ii) used in and supported by a government agency;

iii) five to ten years behind the forefront of hardware technology,
and just about to adopt the more sophisticated third-generation
computers such as the IBM 370 or the UNIVAC III0;

iv) programmed in FORTRAN;

v) incompatible among each other in hardware and software,
even between pairs of systems using the same computer
type and the same programming language and operating system;

vi) used to produce single items for data display, rather than
to provide quantified data for valuable decisions.
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Information systems work better when:

i) user needs are carefully investigated before the design
phase is begun;

ii) they are designed by someonewithin the using agency who
is familiar with computers, or, as a second choice, by a
university department which is accustomed to computer
modeling and data storage;

iii) software is simple and the prospective user is not over-
whelmedwith an immensearray of possibilities;

iv)

v)

non-computer products such as maps and aerial photography
are available along with computer products;

data within the system is reliable and accurate.

Factors working against the success of an information system include:

i) availability of only "soft" money, a one-time grant for
system development which is not followed by a regular
commitment of money from a user agency or a sponsor;

ii)

iii)

an _++_m_+ to push forward the frontier nf the terhnnlnay
leaving the system unable to share experience with existing
systems;

the choice of a grid system or a cell size which does not allow
extraction of data needed by the pntential users.

Two factors are ambiguous; that is, they have a definite effect but it

is difficult to predict. These are:

i) single-person domination of the design and development phases,
which may lead either to helpful continuity or lack of
flexibility;

ii) georeferencing and geocoding choices, which limit the
application of the system and other systems with which it
may eventually be comoatible.

Several developments are needed by the field of computerized aeonraDhic

information systems"

i) some study of the dollar value of information, and particularly
of the value lost by inaccurate or too-coarse information;

ii) guidelines and advice for system designers and managers on
the best way to market the system and its products;

iii) more transferrable software, particularly data management
systems especially adapted for geographic data, and polygon
overlay software;



iv)

v)
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more combination of natural resource and socioeconomic data;

hardware improvements in digitizing and automatic scanning,
which still are bottlenecks for many systems.


